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ABSTRACT
Recently false claims and misinformation have become rampant
in the web, affecting election outcomes, societies and economies.
Consequently, fact checking websites such as snopes.com and poli-
tifact.com are becoming popular. However, these websites require
expert analysis which is slow and not scalable. Many recent works
try to solve these challenges using machine learning models trained
on a variety of features and a rich lexicon or more recently, deep
neural networks to avoid feature engineering.
In this paper, we propose hierarchical deep attention networks to
learn embeddings for various latent aspects of news. Contrary to
existing solutions which only apply word-level self-attention, our
model jointly learns the latent aspect embeddings for classifying
false claims by applying hierarchical attention. Using several man-
ually annotated high quality datasets such as Politifact, Snopes and
Fever we show that these learned aspect embeddings are strong
predictors of false claims. We show that latent aspect embeddings
learned from attention mechanisms improve the accuracy of false
claim detection by up to 13.5% in terms of Macro F1 compared
to a state-of-the-art attention mechanism guided by claim-text
(DeClarE). We also extract and visualize the evidence from the
external articles which supports or disproves the claims.

CCS CONCEPTS
• Information systems → Document representation; • Com-
puting methodologies → Neural networks.
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1 INTRODUCTION
The unprecedented growth of theweb, online news and social media
has led to a paradigm shift in the way people consume information.
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Claim: “The Dems and their committees are going ‘nuts.’ The 
Republicans never did this to President Obama.” 

Author: Donald Trump, Subject: Congress

News Article: While it’s true that Republicans didn’t launch 
investigations into President Barack Obama, there were at least four 
issues that prompted significant congressional investigations into Obama’s 
administration, if not Obama himself.  Domain: washingtonpost.com

Figure 1: Example of a false claim, word and sentence-level atten-
tion using latent aspects (Subject, Author and Domain)

As a consequence, spread of misinformation or fake news in online
media has become faster andwider than ever before. To counter this,
several fact checking websites such as snopes.com, politifact.com
and fullfact.org are becoming increasingly popular. These websites
have dedicated experts manually classifying the credibility of news
articles and claims which is slow and tedious.
To address these limitations, several automated machine learning
models are proposed in the literature. Early works in this area
focused on the tedious task of curating a rich lexicon and other
credibility features manually to capture the language of deception
[9, 10, 12]. More recent approaches avoid feature engineering by
designing deep neural network models which are able to learn
non-trivial patterns from the raw text of the claims or facts [14].
However, verifying correctness of claims purely based on the claim
text has limited effectiveness due to lack of context information.
To overcome the above problem, recent works incorporate external
evidence retrieved from news media and social media which po-
tentially either supports or refutes the claim [11, 21]. These works
propose a word-level attention mechanism guided by the claim
text to focus on parts of the external evidence for this purpose.
However, it has been shown that word-level attention alone fails to
capture the complex structure of the documents [20].Hierarchical
attention mechanism which applies attention at sentence level in
addition is shown to be more effective for document classification.
For example, in Figure 1, we can notice that using word-level atten-
tion (in red font) alone makes it hard to determine if the evidence
supports or refutes the claim. However, the sentence level attention
(highlighted text) is able to capture the context better.
While attention guided by the claim text is effective to some extent
for detecting fake news, it has been shown that it is not sufficient
[11]. In order to effectively use external evidence for fake news de-
tection, determining its credibility in the context of the given claim
and its author (source) is also essential. Popat et. al in [11], pro-
pose the use of static representation (one-hot encoding) of source
information (domains) together with attention weights for this pur-
pose. However, we postulate that understanding the context and
credibility of the evidence requires learning indicative and salient
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vocabulary, writing style and sentence structures specific to the
latent aspects of news. For example, in Figure 1, relying only on
the claim-text attention does not successfully classify that it is a
false claim. Given that the claim is from “Donald Trump” (Author),
related to the Subject “Congress” can guide the attention to a new
word such as “congressional” which is missing in the claim text.
In addition, the professional writing style of journalists from the
Domain “washingtonpost.com” further refutes the claim. We hy-
pothesize that the attention due to latent aspects is able to capture
the necessary patterns to check if the external evidence supports
or refutes the claim. This task is commonly known as entailment.
To address these limitations, in this paper, we propose a novel
model coined SADHAN1 to jointly learn embeddings for different
latent aspects of news using the hierarchical attention mechanism.
Intuitively, the attention mechanism learns a unique global repre-
sentation (embedding) for each of the latent aspects. These embed-
dings capture the necessary textual patterns needed to distinguish a
claim for being true or false. For example, an embedding learned for
the author “Donald Trump” captures the patterns from discussions
about false and true claims made by him. Similarly, embeddings rep-
resenting each of the latent aspects capture the necessary patterns
from the representative relevant articles to distinguish the veracity
of the claims. We illustrate that these embeddings are indeed able
to distinguish false and true news in Section 6 by visualizing these
embeddings in two dimensions using t-SNE. Note that the latent
aspect embeddings are not limited to the subject, author and do-
main aspects but they are general purpose and can be used for any
latent aspects which are relevant for the task.
One of the critical tasks performed by the fact checking websites is
to provide evidence for the veracity of the claim. This is a highly
cognitive task and usually done manually by experts. Therefore, it
is not sufficient to just automate fake news detection but also to
automatically extract the supporting evidence. In previous works,
word-level attention weights are used to extract the evidence and
visualize the words in textual snippets [11]. However, just using
word level attention weights to visualize evidence is not very user
friendly. In this paper, we propose an algorithm to fuse the word
level and sentence level attention weights guided by various latent
aspect embeddings to extract evidence snippets which are easier
for humans to understand.
In summary, our contributions are:

(1) Hierarchical attention to learn claim and document structure
(2) Jointly learning latent aspects of news using hierarchical atten-

tion mechanism
(3) Extensive experiments using three high quality datasets
(4) Visualization and analysis of latent aspect embeddings
(5) Evidence extraction and visualization of attention mechanism

for interpretability

Our experiments using data crawled from Snopes and Politifact,
show that latent aspect embeddings jointly learned using SADHAN,
are very effective in detecting false claims. Specifically, we gain
up to 12% improvement in Macro F1 for Politifact and 13.5% for
Snopes compared to the state-of-the-art solution based on claim
text attention and source embeddings [11]. In addition, we illustrate

1Subject, Author, Domain Based Hierarchical Attention Network

that the latent aspect embeddings learned by our model are effective
for detecting false claims on their own by visualizing them.

2 RELATEDWORK
Some of the first methods for detecting fake news have been using
linguistic cues [9, 12] and source-based credibility features [10].
However, identifying the specific linguistic cues that are decisive
for fake news is not yet fully understood.
Deep learning methods to avoid feature engineering have also
been proposed [6, 7, 11, 14]. In [11], the authors concatenate the
claim text and content of the article and apply word-level self-
attention to detect false claims. We improve on this architecture
to include sentence-level attention as well as attention guided by
the latent aspect embeddings. In [11], the authors also use word-
level attention to extract evidence snippets, we instead propose an
algorithm to select top-K sentences based on the attention weights
both at word and sentence level.
There are also efforts to address some sub-problems of detecting
false claims such as entailment [18, 21]. Another related task is
stance detection2. While these tasks are not the same as detecting
fake news, it could be used for checking the veracity of claims.
SADHAN implicitly also depends on entailment among other pat-
terns to detect fake news. To support this, we also use our model
to evaluate the Fever dataset published by [18].
Several recent works have shown that using context from social
network users and interactions have improved fake news detection
[2, 5, 13, 16, 17, 19]. However, these approaches are only suitable
when there is sufficient information from social networks associated
with the news available. We could integrate SADHAN into these
models to achieve further improvements.
The neural architecture of SADHAN is inspired by the hierarchical
architecture in [20] originally proposed for document classification.
While speaker-based attention has been used before [4], using it for
hierarchical attention and multiple latent aspects has never been
tried before for fake news detection.
In summary, we are the first to propose a hierarchical attention
network which jointly learns latent aspect embeddings to detect
fake news.

3 PROBLEM DEFINITION AND PROPOSED
MODEL

3.1 Problem Definition
Given a claim c ∈ C in textual form, along with its latent aspects
such as subject, author, domain and a set of candidate relevant
documents D = {d1, ....,dm } as evidence from different domains,
the goal is to classify the claim as either “True” or “False”.

3.2 SADHANModel
Now we explain the SADHAN model in detail. The overall architec-
ture is depicted in Figure 2 upper section. Given a training dataset
of claims with their ground-truth labels, our goal is to learn a
model based on the evidence from the relevant web documents
D. To address the two challenges mentioned in Section 1, (1) we
use a hierarchical Bi-LSTM model to capture the word-level and

2http://www.fakenewschallenge.org
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Figure 2: high-level architecture of SADHAN (upper part) and detailed hierarchical attention architecture of latent aspect models (lower part)

sentence-level structure of the documents, (2) An attention mecha-
nism, which uses both claim text and latent aspect attribute vector
to compute the attention, is then used to learn the embedding
weights of the latent aspects. The intuition behind this design is
that each of the latent aspect models jointly guide the attention
to vocabulary and the sentences relevant for classifying claims.
This architecture as we show in the experiments learns an effective
model to identify complex patterns of false claims. For this purpose,
SADHAN has different parallel models, one for each of the latent
aspects. The detailed architecture of these models is shown in Fig-
ure 2 (zoomed in lower section). Specifically, we consider Subject,
Author and Domain aspects in this paper but it is generalizable to
any additional aspects of the claims and documents. At a high level,
each claim-document pair {c,d} is passed as the input to each of
the three models, along with respective latent aspects. The outputs
of these models are concatenated and passed to a fully connected
softmax layer for prediction. Losses of all three models are aggre-
gated using a noisy-or function. Finally, since our models operate
on claim-document pairs, the classification of the claim ci is done
by the majority voting of outcomes corresponding to each of the
{c,d} pairs. We now explain the architecture of SADHAN in detail.

Embedding Layer: We use pretrained GloVe embeddings to get
representations for each claim and document pair. We also create
trainable embeddings for subject, author and domain attributes of
100 dimensions each in size and initialize with uniformly random
weights to get the representation of latent attributes in vector space.
We learn weights for these embeddings jointly in the model using
corresponding hierarchical subject, author and domain attentions
from their respective models as shown in Figure 2 (lower part).
We concatenate each embedded claim ci with the corresponding
embedded document dj , which is denoted as {c,d}. Each {c,d}
pair consists of n sentences of length l , which is depicted as word
sequencew11 townl in Figure 2 (lower part).

3.3 Latent Aspect Attention
Different authors, while making claims on different subjects, tend
to have different styles of speech and selection of words. Similarly,
writers and journalists from different domains may have unique
style and vocabulary while writing about claims from a specific au-
thor and a specific subject. It is an extremely difficult task to curate
the salient vocabulary and sentence structures for these complex
combinations. Therefore, we automate this task using an attention
mechanism which in turn helps in capturing entailment and sen-
timents necessary to classify the claim. For example, in tweets by
Donald Trump words like “great”, “democrats” and “obama” are
normally mentioned in specific context and sentiments, which our
attention mechanism is able to capture.
Each claim and document pair {c,d} is associated with a subject
vector ®As , author vector ®Aa and domain vector ®Ad . These aspect
vectors are used in addition to claim text to learn attention weights
applied to hidden states at both word level and sentence level. The
concatenated word embeddings of claim and document pair {c,d}
are passed on to a Bi-directional LSTM [1] unit which we use as
word encoder, output from these Bi-LSTM units are concatenations
of forward and backward hidden states for each word. hi j is the
hidden state for the ith word of the jth sentence. We compute val-
ues of attention weights α11 to αnl by using single layer neural net
with tanh activation, which uses encoded hidden states of claim
and doc pair and aspect attribute vector ®A as input. We then multi-
ply these attention weights α11 to αnl with corresponding hidden
states to select significant words, which are used to form sentence
representations as s1 to sn . These sentence representations are then
processed by another Bi-LSTM layer, which outputs hidden states
h1 to hn for each sentence, as shown in the Figure 2(lower part).
We compute values of attention weights β1 to βn by using another
single layer neural net with tanh activation, which uses hidden
states of sentences and aspect attribute vector ®A as input. We then
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multiply these attention weights β1 to βn with corresponding hid-
den states of sentences to select significant sentences, which are
used to form document representations as Dsb/Dau/Ddo in case
of subject, author or domain models correspondingly.

Subject Model: The words which are significant for a specific sub-
ject, can be used in various ways by different authors in claims and
by different columnists or journalists in articles related to claims,
therefore subject attention at the word level tries to learn and attend
these words and at the sentence level tries to capture significant
sentence formations used for the specific subject.

Author Model: Similar to the subject model, we use author guided
aspect attention at word level to select author related words used
in articles and sentence representations are learned by aggregating
these words. We apply author guided aspect attention at the sen-
tence level to select author specific sentence formations or popular
phrases which are frequently used for a specific author and we
get document representation Dau by aggregating these selected
sentences.

Domain Model: Different domains in the web search results may
have a unique way of writing articles like selection of words and
sentence formations. In similar fashion to subject and author aspect
attention, to attend different domains differently and to learn latent
patterns, we apply domain guided aspect attention at the word and
sentence level and get document representation Ddo .
More formally, in all three models, sentence representation Si after
word sequence encoding by the Bi-LSTM is the weighted sum of the
hidden states of words multiplied by attention weights. Similarly,
document representation D is the weighted sum of hidden states of
sentences multiplied by attention weights. These are defined as:

Si =

li∑
j=1

αi jhi j and D =
n∑
i=1

βihi

Where hi j is the hidden state for the jth word and ith sentence. αi j
is the attention weight. hi is the hidden state for ith sentence and
βi is the attention weight. αi j and βi can be defined as:

αi j =
exp(e(hi j , ®A))∑li

k=1 exp(e(h
s
ik ,
®A))

and βi =
exp(e(hi , ®A))∑n

k=1 exp(e(hk , ®A))

Where e is a tanh based scoring function which decides weights
for significant words at the word level attention and for significant
sentences at sentence level attention. ®A is the latent aspect vector,
which is equal to subject vector ®As in subject model, author vector
®Aa in author model and domain vector ®Ad in case of domain model.
e(hi j , ®A) and e(hi , ®A) can be defined as:

e(hi j , ®A) = (vw )
T tanh(Wwhhi j +WwA ®A + bw )

e(hi , ®A) = (vs )
T tanh(Wshhi j +WsA ®A + bs )

Wherevw is weight vector at the word level andvs is weight vector
at the sentence level.Wwh andWwA are the weight matrices for
hidden state and aspect vector and bw is bias at the word level
respectively.Wsh andWsA are the weight matrices for hidden state
and aspect vector and bs is bias at the sentence level respectively.

Algorithm 1: Evidence Extraction Algorithm
Input: Claim c ∈ C ; Document d ∈ D ;Wws ,Wwa,Wwd are the

word level andWss ,Wsa,Wsd are the sentence level attention
weight matrices for subject, author and domain model
respectively; K is number of sentences in evidence snippet

Output: E , an evidence snippet for claim c
1 S = [] // Initialize an empty list

2 for each sentence si in d do
3 W = [] // Initialize an empty list

4 for each word wi j in si do
5 W .append ((Wws [i, j] +Wwa [i, j] +Wwd [i, j])/3)
6 end
7 Wavд ← sum(W )/len(W )

S [i] ←Wavд + (Wss [i] +Wsa [i] +Wsd [i])/3
8 end
9 indexes ← arдsor t (S )[−K :] // Get indices of top K elements

from S
10 E ← d [indexes] // Get sentences corresponding to indices from

d
11 return E

3.4 Fusion of Models
Representations for each document D are learned from all three
models asDsb from subject model,Dau from author model andDdo
from domain model. We concatenate these three representations
for the same document and form an overall representation. Dsad =

Dsb ⊕ Dau ⊕ Ddo We apply a non-linear transformation on overall
document representation Dsad using tanh dense layer to transform
it to binary target space. Dbin = tanh(WbinDsad + bbin ) where
Wbin and bbin are the weight matrix and bias for dense layer. We
apply a softmax layer to obtain the predictions for each class Pbin
as Pbin = so f tmax(Dbin ). Finally, we combine the losses of all
three models with noisy-or gate as below:

Loss = 1 − ((1 − losso )) ∗ (1 − losss ) ∗ (1 − lossa ) ∗ (1 − lossd ))

where losso , losss ,lossa and lossd are the losses for overall merged
model, subject model, author model and domain model respectively.

3.5 Prediction Per Claim
The prediction outcomes for a claim c paired with each correspond-
ing documents {d1, ....,dm } are then aggregated by majority voting
to assign a class to the claim.

ŷ =mode{y1,y2, ...ym }

Where ŷ is the final predicted label for claim c and y1,y2, ...ym are
the predictions for pairs of claim c and correspondingm documents.

3.6 Evidence Extraction
In this section, we propose a technique to extract evidence snippets
supporting or refuting the claim from documents using attention
weights at both the word and sentence level from all three models.
The pseudocode is shown in Algorithm 1. In line 5, for each word in
each sentence of document d , we compute the average of attention
weights given by all three models and this gives us overall attention
weight for that word. In line 7, we compute the average of overall
attention weights for all words in a sentence and add this value
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to the average of sentence level attention weights for the same
sentence from all three models and store this value to list S . We
get indices of top K values in S using arдsort (line 9) and get the
corresponding sentence indices from document d (line 10).

4 EXPERIMENTAL SETUP
4.1 Datasets
We use three datasets–Politifact and Snopes released by Popat et al
[11] and Fever dataset released by Thorne et al [18].

Politifact Dataset. Politifact has 3568 claims and 29556 docu-
ments associated with 3028 domains retrieved from the web search
using Bing search API. We discard articles related to fact-checking
domains. For each claim, Politifact has one of these six ratings:
’true’, ’mostly true’, ’half true’, ’mostly false’, ’false’ and ’pants-on-
fire’. Similarly to DeClarEwe combine ’true’, ’mostly true’ and ’half
true’ ratings to ’true’ label and rest of them to ’false’ label. There
are 669 unique authors and 1400 topics in total.

Snopes Dataset. Snopes has around 4341 claims and 29242 docu-
ments associated with 3267 domains retrieved from the web using
Bing search API. Similar to Politifact we discard all the documents
which are from fact checking websites such as Snopes, Politifact,
Factcheck and Emergent etc. For each claim, it has a credibility
label as ’True’ or ’False’.

Fever Dataset. While Fever dataset is not dedicated for fake news
detection in itself, it is widely used for the entailment task, which
can be viewed as a subtask of fake news detection. We use the
fever dataset to illustrate that our model is also effective for the
entailment task. This is to validate our hypothesis that our model
performs well because it is also able to perform entailment task
effectively. Fever dataset has 145449 claim-evidence pairs in train-
set, 9999 claim-evidence pairs in development set and 9999 claim-
evidence pairs in test set (for more details see [18]). In addition to
what is already present in Fever dataset, we use Latent Dirichlet
Allocation (LDA) to get the dominant topic for each claim in train,
validation and test dataset as Fever dataset doesn’t have any aspect
attributes. We use the elbow method with topic coherence score to
tune the number of topics K , as a result we use K = 273.

4.1.1 Data Imbalance. Since Snopes and Politifact datasets have
class imbalance, we balance them by setting the class_weight
parameter to “balanced” in scikit–learn compute_class_weight
API3. On the other hand Fever dataset is already balanced.

4.2 Baselines
We compare ourmodel using several baselines both simple baselines
and state-of-the-art techniques:
(1) Simple Convolutional Neural Network (CNN) model which was

proposed for sentence classification [3]
(2) Hierarchical LSTM Network (Hi-LSTM) for document classifi-

cation (without attention) [20]
(3) Self-attention based Hierarchical Attention Network BiLSTM

(HAN) [20]
3https://scikit-learn.org/stable/modules/generated/sklearn.utils.class_weight.
compute_class_weight.html

(4) DeClarE which applies claim-text based attention and source
based embeddings [11]

To perform ablation testing for our SADHAN model, we incremen-
tally introduce various latent aspect embeddings over the HAN ar-
chitecture.We represent ourmodels as SHAN,AHAN, andDHAN for
each of the latent aspects Subject, Author and Domain respectively.
Finally, SADHAN is our full model with all three aspects. Each
of these models perform classification at the document level. De-
ClarE on the other hand performs classification on a per claim basis.
Therefore in order to compare the performance of our model to
DeClarE we also evaluate an aggregated version of our model rep-
resented as SADHAN-agg, which uses mean score from predictions
of individual articles to assign a class to the claim.

4.3 SADHAN Implementation
We implement SADHAN using TensorFlow framework. We use
10 fold cross validation for all the models. We compute per-class
accuracy, Macro F1 score and AUC as performance metrics for eval-
uation. We use pre-trained GloVe embeddings of 100 dimensions,
trained on 6 billion words. We extract relevant snippets of text from
the web documents using cosine similarity to include only highly
relevant parts of the web documents. We try different sentence
length sizes but we see no noticeable difference in performance.
We tune the parameters 4 using a validation set, as a result we use
softmax cross entropy with logits as the cost function, learning rate
of 0.001 and size of hidden states and cell states of Bi-LSTM units
are kept as 200. For drop out regularization we used keep-prob
= 0.3. We chose these hyperparameters via grid search.

5 EXPERIMENTAL RESULTS
5.1 Results for Politifact Dataset
In Table 1 for Politifact dataset, in case of CNN, we get 59.39%Macro
F1 accuracy and 58.56% as AUC . Hi-LSTM performs slightly better
than CNN with 60.11% Macro F1 accuracy and 60.66% as AUC ,
though we get better false class accuracy with the Hi-LSTM. The
reason for this improvement is that Hi-LSTM captures the inherent
hierarchical structure of the documents. On the other hand HAN
performs significantly better than Hi-LSTM with 64.80% Macro F1
accuracy and 64.54% as AUC and provides gain of 6.6% in Macro
F1 over Hi-LSTM. The reason for this is because the documents
retrieved from the web are fairly large even after extracting only
relevant snippets using cosine similarity technique. It is hard for
LSTM networks to memorize such long sequences. Moreover, LSTM
with Attention mechanism only remembers attended words at word
level and only attended sentences at sentence level.
As Politifact dataset has all aspect attributes such as subject, author
and domain, we apply all individual models. Each of the SHAN,
AHAN and DHAN models outperform HAN in Macro F1 with
Macro F1 as 65.36%, 66.83% and 65.05% respectively. AHAN per-
forms slightly better than the other two. This is due to the fact that
the subject aspects in Politifact are generic. For each domain in do-
main attribute, we have high variance because each domain might
have articles written by many different writers having different
writing styles. The full SADHAN model outperforms all the other
models with significant gain of 7.5% in Macro F1. This gain can be
4https://github.com/rahulOmishra/SADHAN
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Figure 3: Visualization of Latent Embeddings (The darker the color higher the false claim ratio)

Table 1: Comparison of proposedmodel with various state of the art
baseline models for False claim detection on Snopes and PolitiFact
datasets

Data Model True Acc. False Acc. Macro F1 AUC
CNN 55.92 57.33 59.39 58.56
Hi-LSTM 55.85 65.86 60.11 60.66

PolitiFact HAN 60.32 68.20 64.80 64.54
SHAN 62.29 68.43 65.36 65.23
AHAN 63.25 70.42 66.83 68.66
DHAN 60.34 69.76 65.05 65.03
SADHAN 69.79 75.45 71.34 72.37

CNN 72.05 74.29 72.63 76.45
Hi-LSTM 74.21 74.16 74.33 79.20

Snopes HAN 76.76 79.65 77.80 80.33
DHAN 77.06 81.63 78.73 82.03

Table 2: Comparison of proposed model with DeClarE models for
False claim detection on Snopes and PolitiFact datasets. SADHAN-
agg is statistically significant (p − value = 1.05e−4, 2.45e−2 for Poli-
tifact and Snopes respectively using pairwise student’s t-test)

Data Model True Acc. False Acc. Macro F1 AUC
DeClarE (full) 68.18 66.01 67.10 72.93

PolitiFact SADHAN-agg 68.37 78.23 75.69 77.43

DeClarE (full) 60.16 80.78 70.47 80.80
Snopes DHAN-agg 79.47 84.26 80.09 85.65

attributed to fusion of three models, which considers all aspects of
the claim and document pair for classification.

5.2 Results for Snopes Dataset
For Snopes, we can see in Table 1 that Hi-LSTM with 74.33%Macro
F1 accuracy and 79.20% as AUC outperforms CNN with 72.63%
Macro F1 accuracy and 76.45% as AUC by 2.7% in Macro F1 and
similar to Politifact results, this gain is also attributed to better
representation learned in the form of the hierarchical structure of
the documents by Hi-LSTM. HAN with 77.80% Macro F1 accuracy
and 80.33% asAUC gives further gain of 4% on top of Hi-LSTM, due
to hierarchical attention at word and sentence level. Since Snopes
dataset has only domain attribute, we only use (DHAN) with 78.73%
Macro F1 accuracy and 82.03% as AUC , which outperforms all the
baseline methods and gives gain of 1.2% over HAN.

5.3 Evaluation of claim-level classification
Since DeClarE classifies claims rather than individual documents,
we compare aggregated model SADHAN-agg with DeClarE (full)
model which applies only claim-text based attention in Table 2.

For Politifact data, SADHAN-agg outperformsDeClarE (full) model
by 12% in micro F1. We attribute these gains to the latent aspect
level attention which is able to capture the context better. While
only claim-text based attention learns to attend the words having
connotation with claim at word level only.
For Snopes dataset, DHAN-agg with 80.09% Macro F1 accuracy
and 85.65% as AUC outperforms DeClarE (full) model with 70.47%
Macro F1 accuracy and 80.80% as AUC by 13.5% in micro F1. We
attribute these gains to the usage of domain aspect attribute in
addition to claim-text for attention computation.

5.4 Results for Fever Dataset
We used Fever dataset to investigate the effectiveness of our model
for the textual entailment task. Since Fever data doesn’t have any
of the three subject, author or domain attributes, we use Latent
Dirichlet Allocation (LDA) to get the dominant topic for each claim
therefore we apply SHAN model for textual entailment. We get
79.20% accuracy (p −value = 3.62e−4 in pairwise student’s t-test)
with the testset and 83.09% accuracy with devset provided with
Fever dataset, which outperforms multi-layer perceptron (MLP)
with 73.81% accuracy (Riedel et al. 2017)[15] method used by au-
thors of Fever dataset paper [18], which uses single hidden layer
with TF-IDF vector based cosine similarity between the claim and
evidence. On the other hand SHANmodel could not outperform the
decomposable attention model in [8] with 88.0% accuracy. We hy-
pothesize that this is because the derived dominant topics learned
for claims using LDA topic model may not be a true representation
of original topics of claims. We could improve the performance by
using more concrete set of topics such as categories fromWikipedia.

6 DISCUSSION
In this section we analyze the effectiveness of latent aspect em-
beddings learned by our model and illustrate the interpretability
of our model with the help of evidence extraction and attention
visualization. We compare snippets extracted by our model to the
attention visualization of DeClarE using anecdotal examples.

Author Embeddings: We use t-Distributed Stochastic Neighbor
Embedding (t-SNE) to visualize author embeddings in lower dimen-
sional space. We plot only two dimensions from t-SNE with tuned
parameters (perplexity = 10, learninдrate = 0.1 and iterations =
2000 ). We show the fraction of false claims associated with each
author using a color gradient (cf. Figure 3). As we can see in the
plot that the authors having a higher number of false claims are
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Author:
Donald 
Trump

Subject:
Taxes
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independ
ent.co.uk

Output of Evidence Extraction

DeClarE:Word 
attention

(a)

(b)

Claim: U.S. is 'most highly taxed nation in the world' 

Figure 4: Example 1: Comparison of SADHAN evidence extraction withDeClarE for the claim “U.S. is ’most highly taxed nation in the world”’

clearly separated from authors having a lower number of false
claims. Interestingly we also notice the formation of a third cluster,
which is related to the authors, who have almost equal number
of false claims and true claims. This is also very interesting to see
that people of similar ideology like ’Obama’, ’Hillary’ and ’Sanders’
are closer in embedding space. This is evident by the visualization
that the author based attention can distinguish very effectively
between the authors with less connotation of false claims and the
authors with high connotation of false claims, which in-turn helps
in deciding the credibility of claims.

Subject Embeddings: Similarly, we plot two dimensions from t-
SNE with tuned parameters (perplexity = 20, learninдrate = 1.0
and iterations = 3000) to visualize the subject embeddings (cf. Fig-
ure 3(b)). We can observe in the plot that the subjects with low
and high false claim ratios are separated clearly into clusters. Due
to the coarser granularity of the subjects, the separation is not as
pronounced as author embeddings. It is however, quiet insight-
ful to see that the topics like ’Climate change’ and ’Health care’
have very high percentage of false claims and are closer in the
two-dimensional space. While ’Federal law’ which has very low
associated false claims is far away from them.

Domain Embeddings: For domain embeddings, we use t-SNE
with tuned parameters (perplexity = 20, learninдrate = 0.1 and
iterations = 2000 ) to plot two dimensions (Figure 3(c)). Notice that
the domain embeddings clearly separate trustworthy domains like
’washingtonpost.com’, ’nytimes.com’ etc. from non-trustworthy
domains like ’inforwars.com’ and ’dailycaller.com’, making the
learned domain embeddings good detectors of fake news.

6.1 Attention Visualization
In this section, we visualize the attention weights for two anecdotal
examples (claim and document pairs), both at the word and sen-
tence level for all three models and compare with state-of-the-art

DeClarE model in Figure 4 and 5. The depth of the colors in rec-
tangle boxes next to each sentence, represents the distribution of
attention weights at the sentence level. Similarly depth of the color
of highlights of the words represents the distribution of attention
weights at the word level. For all the three models only top 4 sen-
tences in Figure 4 and top 2 sentences in Figure 5 based on both
word and sentence level attention weights are shown. As in each
of the three models we use both claim and document text on top
of aspect attributes to compute attention therefore we get some
common trends in both word level and sentence level attention for
all three models. Due to usage of different aspect attributes namely
subject, author and domain in different models for attention com-
putation, we get very interesting and relevant words and sentences
selected in all three, which is not possible otherwise.
As we can see in Figure 4(a), for a claim related to Donald Trump
that "U.S. is the most highly taxed nation in the world’", we apply
our model to detect if it’s true or false. We use a document extracted
from the web for which domain is "independent.co.in", author is
"Donald Trump" and subject is "Taxes". In author model, we can
observe that in Figure 4(a) first row, author based attention is able
to capture words like "below Germany", "below the UK" and "Con-
gressional Budget" other than claim oriented words like ’US’ and
’Taxed’ etc, as these words are highly correlated with the author
"Donald Trump" as ’Germany’, ’UK’ and ’Congressional’ are some
of the frequent words used by ’Donald Trump’ or can be found in
the articles related to him.
In similar fashion in domain model in Figure 4(a) second row, do-
main based attention is able to capture words ’grossly inaccurate’
and ’falsehood’ and in Figure 5(a) second row, words like ’glaringly
empty’ and ’passingly rare’, which are otherwise not possible to
get attended with just claim only attention. As many articles from
same domain, might be written by the same columnist or journalist
and hence domain attention tries to capture their writing style and
usage of specific phrases or words.
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Claim: There is ‘substantial evidence of voter fraud.’

Figure 5: Example 2: Comparison of SADHAN evidence extraction with DeClarE for the claim “There is substantial evidence of voter fraud”

In case of subject model in Figure 4(a), subject based attention learns
to attend words and sentences which are related to the subject.
As we can see ’Taxes’ as subject captures words ’over-taxed’ and
’income tax ’ etc but also at the sentences level, it is able to capture
very interesting sentences like sentence 2. In case of DeClarEmodel
however, the model is unable to attend the most important words
and sentences except few, like in sentence 4, though it attends words
like ’highly taxed nation’ etc but fails to attend word ’falsehood’ as
we can see in Figure 4(b). As DeClarE model doesn’t have sentence
level attention, it’s therefore not able to use the evidence provided
by sentence 4 to decide the appropriate label.
Finally, we show a snippet extracted by our evidence extraction
algorithm in Figure 4(a) fourth row and 5(a) fourth row. The value of
K is 5 in Figure 4(a) and 2 in 5(a), which means snippet contains top
5 sentences and top 2 sentences based on our evidence extraction
method. It is evident that such a sentence extraction technique can
be really effective in case of extractive text summarization tasks.

7 CONCLUSIONS AND FUTUREWORK
In this paper we presented an hierarchical attention mechanism to
jointly learn various latent aspect embeddings for news. For exam-
ple, these latent aspects can be subject, author and domain related
to the claim and news articles. This allows us to capture salient
vocabulary and complex structure at the document level. Compared
to the only claim-text based attention, the attention weights, which
are jointly learned guided by both claim text and different latent
aspects are more effective for detecting if the claims are True or
False. This is apparent from our experiments conducted on Snopes,
Politifact and Fever dataset. We also propose an algorithm to ex-
tract evidence snippets supporting or refuting the claim from news
articles using attention weights at both the word and sentence
level from all three models. We show a t-SNE visualization that
the learned embeddings are also good predictors of fake news. We
also show examples where the evidence extracted using our latent
aspect embeddings are superior to simple word level attention used
in DeClarE. In future, we plan to conduct a detailed user study on
the informativeness and interpretability of these evidence snippets.
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