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The Goodwin oscillator is a minimal model that describes the oscillatory negative feedback
regulation of a translated protein which inhibits its own transcription. Now, over 30 years later
this scheme provides a basic description of the central components in the circadian oscillators
of Neurospora, Drosophila, and mammals. We showed previously that Neurospora1s resetting
behavior by pulses of temperature, cycloheximide or heat shock can be simulated by this
model, in which degradation processes play an important role for determining the clock's
period and its temperature-compensation. Another important environmental factor for the
synchronization is light. In this work, we show that on the basis of a light-induced transcrip-
tion of the frequency ( frq) gene phase response curves of light pulses as well as the in#uence of
the light pulse length on phase shifts can be described by the Goodwin oscillator. A relaxation
variant of the model predicts that directly after a light pulse inhibition in frq-transcription
occurs, even when the inhibiting factor Z (FRQ) has not reached inhibitory concentrations.
This has so far not been experimentally investigated for frq transcription, but it complies with
a current model of light-induced transcription of other genes by a phosphorylated white-collar
complex. During long light pulses, the relaxational model predicts that the sporulation rhythm
is arrested in a steady state of high frq-mRNA levels. However, experimental results indicate
the possibility of oscillations around this steady state and more in favor of the results by the
original Goodwin model. In order to explain the resetting behavior by two light pulses,
a biphasic "rst-order kinetics recovery period of the blue light receptor or of the light signal
transduction pathway has to be assumed.
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In the beginning of the 1960s, Goodwin (1963,
1965) introduced a mathematical model that was
able to simulate physiological oscillations on the
basis of a negative feedback where a protein
inhibits the transcription of its own gene. A
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description and discussion of the Goodwin
model has recently been given by Murray (1993).
In the three-dimensional model for circadian
clocks that we derived from Goodwin (Fig. 1),
X represents clock mRNA, > the clock protein,
while Z represents an inhibitor of transcription.
In Neurospora crassa the most important clock
gene is the frequency ( frq) gene (see below).

The characteristic feature of the Goodwin
model is that the production rate of intermediates
> and Z is a (linear) function of the concentrations
( 2001 Academic Press



FIG. 1. The Goodwin model. Reaction R1 is the forma-
tion of clock mRNA (X); reaction R2 is the synthesis of clock
protein (>) and R3 is the production of a transcription
inhibitor (Z). R4, R5 and R6 represent degradation reac-
tions. The inhibition factor is given by f

inhib
"1/(1#Z9 ).
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of the preceding intermediates (X and >, respec-
tively), while regular transcription (production of
X without inhibition) occurs at a constant rate.
However, the production of X is inhibited by
increasing concentrations of Z due to the inhibit-
ory factor f

inhib
"(1/(1#Z9)). Each intermediate

I (X,> or Z) is produced and degraded according
to the kinetic scheme S:
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and degradation rate constants (k
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6
). Dur-

ing the oscillations the intermediates approach
high- or low-steady-state values depending on
whether synthesis reactions are turned on or,
due to inhibition, are turned o!. An interesting
consequence of scheme S is that the relaxation
time q (i.e. the time-scale of approach towards
the steady state in I) is only dependent on
the degradation rate constant k

degr
, i.e. q"1/k

degr
(Ruo! et al., 1997). This is the reason why
the degradation rate constants (k

4
, k

5
, k

6
) play

such an important role in the determination
of the oscillator's period length in this
model.

Now, more than 30 years later, negative feed-
back turns out to be an essential part of circadian
clocks in various organisms (Aronson et al., 1994;
Dunlap, 1998, 1999; Dunlap et al., 1999; Loros,
1998), including Neurospora.
Alternative models with negative feedback
were developed (Johnsson & Karlsson, 1972),
which describe the circadian rhythms of the weta
(Lewis, 1994), Drosophila (Leloup & Goldbeter,
1997, 1999; Lewis et al., 1997; Hong & Tyson,
1997; Olde Scheper et al., 1999a, b) and Neuros-
pora (Gonze et al., 2000).

Our work still focuses on the Goodwin model
(Ruo! & Rensing, 1996; Ruo! et al., 1996, 1997,
1999a, b), mainly because of its simplicity, but
also because the Goodwin oscillator makes
strong predictions concerning the relationship
between the degradation (stability) of the clock
protein (or clock mRNA) and the oscillator's
period length and temperature compensation.
For example, the model predicts that a decrease
in the degradation rate in the clock-protein FRQ
of Neurospora would lead to an increase in peri-
od length, such that temperature compensation
of the rhythm is destroyed, and that the period
length decreases with increasing temperature.
Some of these predictions have now experi-
mentally been tested and con"rmed: Liu et al.
(2000) mutated several phosphorylation sites in
FRQ. At one site (Ser 513) this led to a dramatic
reduction in the rate of FRQ degradation and, as
predicted by the model, to a very long period
(+31 hr).

Experimental results concerning the phase
relationship between frq`/frq7-mRNA and
FRQ`/FRQ7-protein (Garceau et al., 1997) and
the lack of transients after a phase shift (Lakin-
Thomas et al., 1990), made us suggest an alterna-
tive (threshold) type of inhibition (Ruo! et al.,
1999b). In this case, inhibition is assumed to
occur whenever the nuclear component of the
FRQ-protein exceeds a certain threshold Z

inhib
.

The result of this inhibition is a temporary stop of
transcription by setting the &&transcription factor''
f
inhib

"0 (Fig. 1). Directly after the start of inhibi-
tion, X decreases exponentially, while > and
Z go through phase-delayed maxima (Fig. 2). As
soon as Z drops below Z

restore
, transcription

starts again and f
inhib

"1. The factor f
inhib

is now
a step-function, which depends on the state of the
transcription inhibitor Z.

Light is an important environmental factor,
which has a strong in#uence on the Neurospora
sporulation rhythm. The Neurospora light re-
sponse may therefore serve as an additional tool



FIG. 2. The relaxation (threshold) model. Z
inhib

deter-
mines the phase at which transcription inhibition starts
( f

inhib
"0, Fig. 1), while Z

restore
determines the phase at

which transcription is restored again ( f
inhib

"1). The para-
meter set for frq7 has been used (Table 1).
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to test whether the Goodwin model describes the
central oscillator adequately.

Experiments have shown that light-treated
mycelium increases the level of frq-mRNA
(Crosthwaite et al., 1995, 1997). On the basis of
a light-induced transcription of the frq gene, we
show in this study that phase response curves
(PRCs) of light pulses as well as the in#uence of
the light pulse length on phase shifts can be
described by the Goodwin oscillator or its relax-
ation (threshold) variant. Only when two light
pulses are given too close together (less than 1 hr
apart) they cannot be sensed separately, probably
TABLE

frq` and frq7 par

Type k
4

k
5

k
6

Z
restore

Goodwin model f
inhib

"1/(1#Z9)
frq` 0.2 0.2 0.1 *

frq7 0.2 0.1 0.1 *

Goodwin relaxation (threshold) model
frq` 0.455 0.455 0.455 0.1

frq7 0.38 0.29 0.29 1.0

*k
1
"k

2
"k

3
"1.0 in all cases. All rate constants
due to the underlying response kinetics of the
light receptor or of the light signal transduction
pathway.

Materials and Methods

COMPUTATIONS

The di!erential equations from the models
were solved numerically on a Macintosh
PowerPC using the double-precision version
of the FORTRAN subroutine LSODE
(Hindmarsh, 1980). The rate constant values for
the Neurospora crassa wild type ( frq`) and the
long period mutant frq7 are given in Table 1. It
should be mentioned that the values of frq` and
frq7 parameters of the Goodwin model given in
Table 1 give rise to (slightly) damped oscillations,
i.e. for these parametrizations the Goodwin
model is not a true limit-cycle oscillator.

DETERMINATION OF FRQ-MRNA LEVELS BY RT-PCR

Left and right primers frqfor1 (agaagaagct-
ggttgtccga) and frqrev1 (tccgaccattcttatccgag)
were constructed using the primer construction
program PRIMER3 (http://www-genome.wi.mit.
edu/cgi-bin/primer/primer3.cgi). The frq PCR
product size is 747 bp.

Total RNA was extracted from 10 mg my-
celium using a commercial extraction kit (Pure-
script', Gentra Systems, www.gentra.com). The
1
ametrizations*

Start values
Z

inhib
Period (t"0)

* 22.3 X
0
"3.931]10~2

>
0
"1.811]10~1
Z

0
"1.712

* 28.2 X
0
"2.214]10~2

>
0
"1.918]10~1
Z

0
"1.826

2.0 21.5 X
0
"9.994]10~6

>
0
"2.174]10~2

Z
0
"9.624]10~2

14.0 30.0 Same as for frq`

in hr~1.
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RNA was treated with DNase I (10 min at 373C
and 5 min at 653C). The "nal RNA solution was
stored at !303C.

r¹th DNA polymerase from PE Biosystems
(www.pebiosystems.com) was used in the RT-PCR
according to the manufacturer's instructions. Two
hundred and "fty nanogram total RNA was added
to the RT reaction. The RT-PCR temperature pro-
"le was: M653C (15 min)N}M953C (1 min)N}M953C
(15 s), 653C (30 s)N

35 #:#-%4
}M603C (7 min)N}M43C

(storage)N. PCR products were #uorimetrically
detected by electrophoresis and UV-illumination
of gels which contained ethidium bromide. The
gels consisted of 1.2% ultrapure agarose (Gibco,
www.lifetech.com) and 10 lg ethidium bromide
in 100 ml gel.

Photographs of gels were taken and #uore-
scence intensities were measured by using Geldoc
2000 (Bio-Rad, www.bio-rad.com) and the
program Quantity One (Bio-Rad).

Phase Resetting with Single Light Pulses

PHASE RESPONSE CURVES

Crosthwaite et al. (1995) have shown that frq is
rapidly induced by short pulses of light and that
light overrides the inhibition of frq-transcription
by FRQ (or its phosphorylated forms). We as-
sume that this is most likely due to an increase in
the rate of transcription (i.e. k

1
) and not to an

inhibition of mRNA degradation (R4). As there is
no experimental study so far that has quantitat-
ively investigated the kinetics of the frq-mRNA
increase during light treatment, we somewhat
arbitrarily assume that the value of k

1
is doubled

during a light pulse. For the Goodwin model and
its relaxational variant (Figs 1 and 2) we investi-
gated what might occur directly after a light
pulse. In the Goodwin model, it was assumed
that k

1
resets to unity when transcription is re-

sumed in darkness. Also in the relaxational
model transcription could continue in darkness
as long as Z is below Z

inhib
. However, a perfect "t

between calculations and the Dharmananda
(1980) phase response curves was found for the
relaxation model only when transcription was
inhibited directly after the light treatment. In
order to resume transcription in darkness, the
oscillator has "rst to pass through Z

restore
.

The typical light single pulse PRC in Neuro-
spora ( frq`) shows a slight phase advance at the
beginning of the period (ct 0}ct 4), while phase
delays are observed from ct 4 to ct 16 up to ct 22
with the breakpoint occurring between ct 16 and
ct 22 (Sargent & Briggs, 1967; Dharmananda,
1980; Perlman et al., 1981; Nakashima, 1985;
Schulz et al., 1985; Rensing & Schill, 1987).
Figure 3(a) shows the experimental frq` light
PRC by Perlman et al. (1981) together with the
calculated PRC using the Goodwin model. The
"gure also shows experimentally determined
frq`-mRNA levels and the calculated X levels.

In the experiments with frq` by Dharmananda
(1980), the breakpoint occurs at a later phase of
perturbation [Fig. 3(b)] compared with the data
by Perlman et al. (1981) [Fig. 3(a)]. However,
when testing the relaxation variant of the model,
it was astonishing to see that the PRC data
agreed best with the Dharmananda results
[Fig. 3(b)]. In order to achieve this agreement for
light perturbations before ct 4, one has to assume
that directly after the light pulse an inhibition of
transcription occurs (even if the Z variable is still
below Z

inhib
). If this assumption is not made, i.e. if

the transcription resumes after the light pulse, the
advance phase shifts are very small. For per-
turbations after ct 4 it is not necessary to assume
an immediate inhibition, because above ct 4 [at
which the maximum in frq`-mRNA occurs,
Fig. 3(b)] the transcription in frq` is inhibited.
The experimental light phase response curve for
frq7 [Fig. 3(c)] is also described closely by the
relaxational model. Figure 3(b) and (c) also show,
as already observed by Crosthwaite et al. (1995),
that zero phase shifts occur at the experimentally
determined maximum levels of frq-mRNA. The
reason for this is that the Neurospora sporulation
rhythm appears to behave like a simple geometri-
cal model (Fig. A1): light pulses change (increase)
almost instantaneously the frq-mRNA levels,
which, due to the oscillator's topology in the
phase space, leads to a zero phase shift, whenever
the phase of perturbation coincides with the
phase of maximum frq-mRNA level.

INFLUENCE OF LIGHT PULSE LENGTH AND PULSE

STRENGTH ON PHASE SHIFTING

Dharmananda (1980) studied the Neurospora
phase resetting by varying light pulse lengths



FIG. 3. Single light pulse phase response curves (PRCs).
Experimental phase shifts are shown by solid circles and
calculated phase shifts by open circles. Squares with crosses
show relative levels of experimentally determined frq-
mRNA levels with standard deviation [n"3 for frq` in (a)
and (b) and n"4 for frq7 in (c). Note di!erent scales in (a)
and (b)]. Solid lines show calculated frq-mRNA concentra-
tions X. Calculated X-levels are scaled to compare with
experimental frq-mRNA values. In all PRC calculations,
during the pulse, k

1
is increased from 1 to 2 hr~1. (a) Calcu-

lations performed with Goodwin model ( f
inhib

"1/(1#Z9)),
frq` parametrization (Table 1), and 1 hr pulse length. After
the light pulse the original rate constant value 1 hr~1 is
restored. Experimental PRC by Perlman et al. (1981). Cal-
culated X-maximum is set as ct 4. No match between cal-
culated zero phase shift and maximum X level has been
observed. (b) Calculated PRC using threshold (relaxation)
model with frq` parametrization (Table 1). Pulse length
0.2 hr. After the pulse, inhibition in frq`-transcription occurs
(k

1
"0). Transcription is restored once Z goes below Z

restore
.

Experimental PRC by Dharmananda (1980). (c) Calculated
PRC using threshold model with frq7 parametrization
(Table 1). Pulse length 0.2 hr. After the pulse, inhibition in
frq7-transcription occurs (k

1
"0). Transcription is restored

once Z goes below Z
restrore

. Experimental PRC by Dhar-
mananda (1980).

FIG. 4. Experiments [(a) Dharmananda, 1980] and calcu-
lations [(b), relaxation model, frq` parametrization; (c),
Goodwin model, frq` parametrization] showing the e!ect of
increased pulse length on phase shift. Solid lines indicate the
case when each additional hour of illumination gives an
additional hour of delay. Phase of perturbations (from
above) (a) ct 19, ct 9, ct 12, ct 15; (b) ct 18, ct 3.5, ct 7, ct 10;
(c) ct 18, ct 3.5, ct 7, ct 10.
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from 5 min up to 12hr. He found that, indepen-
dent of the phase of perturbation, after 2 hr of
illumination all phase shifts showed a 1 hr delay
for each additional illuminated hour [Fig. 4(a)].



FIG. 5. Response of Goodwin relaxation model (a) and
Goodwin model (b) at constant illumination (k

1
"2.0 hr~1).

Note that the relaxation model predicts a nonoscillatory
high frq-mRNA (X) steady state, while the Goodwin oscil-
lator shows large amplitude frq-mRNA (X) oscillations. Ex-
perimental results (Gooch, 1985; Crosthwaite et al., 1997)
indicate the presence of a steady state with superimposed
small-amplitude oscillations.

FIG. 6. PRCs of relaxation model with increased trans-
cription rate k

1
during the light pulse (pulse length 1 hr).

(a) k
1
"2.0 hr~1; (b) k

1
"16.0 hr~1. Note that the break-

point is moved to earlier ct values as the intensity of the
pulse is increased.
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This result indicates that after 2 hr of light the
oscillator is driven into a steady state, where
it stays as long as the light treatment persists.
The relaxation model also shows this behavior
[Fig. 4(b)], i.e. light treatment drives the oscil-
lator into a steady state with a high frq-mRNA
(X) level [Fig. 5(a)]. Quite di!erently is the behav-
ior of the Goodwin oscillator, which shows large
amplitude oscillations in frq-mRNA during
continuous illumination [Fig. 5(b)].

Experiments performed by Gooch (1985) indi-
cate that there are small amplitude circadian os-
cillations under light conditions in Neurospora,
which appear to be damped. Similar results have
also been found for the #esh-#y Sarcophaga
argyrostoma (Peterson & Saunders, 1980) and in
the mosquito Culex pipiens quinquefasciatus
(Peterson, 1980). Northern blot analyses of frq`-
mRNA show high but variable levels in light-
grown cultures (Crosthwaite et al., 1995).
However, the experimental uncertainties in the
Crosthwaite et al. data are still too large in order
to allow "rm conclusions about whether frq-
mRNA levels are oscillating or in a steady state.

Once the light period is over, the relaxation
model resets, the frq-mRNA level decreases and
oscillations restart as soon as the transcription
inhibition is removed. Since the relaxation time
from such a steady state (or small-amplitude os-
cillatory state) is independent of the length of
time the system has been in the steady state, the
phase delay is simply the sum of the time the
system has been in the steady state plus the relax-
ation time to reach the phase mark in the next
cycle [Fig. 4(b)]. On the other hand, calculations
with the Goodwin model show a marked varia-
bility of the phase shift dependent on the phase of
the oscillatory X ( frq-mRNA) level during light
conditions [Fig. 4(c)]. In agreement with the ex-
perimental results [Fig. 4(a)], this indicates that if
there are small-amplitude frq-mRNA oscillations
at light conditions, they should have only little
in#uence on the phase shift after a transition to
darkness.

We also investigated the e!ect of an increased
light pulse strength by increasing k

1
during



FIG. 7. Additional phase shift (delay) DDU
12

due to a sec-
ond pulse in a two-pulse perturbation as a function of
interval ¸ between pulses. (a) Experimental results by Dhar-
mananda (1980) including original interpretation as piece-
wise linear biphasic response. First light pulse is given at ct
18. (b) Same data as in (a), but now interpreted as a biphasic
transition between a "rst-order recovery of the recep-
tor/light signal transduction pathway (partially recovered
state, P-state) and a fully recovered state (F-state). For
discussion see text.
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the perturbation. For this purpose, the relaxation
model was used with pulse lengths of 1 hr.
Figure 6(a) shows the PRC under the same condi-
tions as in Fig. 3(b), except that light pulse length
is changed from 0.2 to 1.0 hr. By increasing k

1
during the 1 hr light pulse, the breakpoint in the
PRC is moved to lower ct values (Fig. 6b). This
has not yet shown experimentally and might be
di$cult to prove, because the light receptor in
Neurospora is extremely sensitive and easily
saturated. For example, Dharmananda (1980,
Table II in his thesis) was not able to observe any
phase shifts due to increased light intensities
(which varied in the range between 50 and 950 fc).
Phase shifts only occurred due to changes in the
duration of the light pulse.

Phase Resetting with Two Light Pulses

Dharmananda (1980) studied the overall phase
shift of two successive light pulses occurring at
phases U

1
and U

2
as a function of the time inter-

val ¸"U
2
!U

1
between pulses. He found that

when ¸ was larger than approximately 60 min
the additional phase shift (delay) DDU

12
of the

second pulse can be determined from a corre-
sponding single-pulse PRC. In other words, for
large ¸ values, the two pulses behave indepen-
dently and have uncorrelated e!ects on the oscil-
lator. For ¸ values smaller than 60 min, however,
Dharmananda found that DDU

12
decreases

with decreasing ¸ in a certain biphasic manner
[Fig. 7(a)].

We determined DDU
12

by assuming that tran-
scription is inhibited and X decreases due to
process R4 at the end of each light pulse (Fig. B1,
Appendix B):

DDU
12
"!¸#

1
k
4
ln A

X(U
1
)

D#X(U
1
) exp (!k

4
¸)B,

(1)

where D is the (instantaneous) increase in X due
to the light pulse, and X(U

1
) is the concentration

of X at phase U
1
directly after the light pulse. The

dashed line in Fig. 7(b) shows the calculated
DDU

12
values [eqn (1)] as a function of ¸.

How can a biphasic response for small
¸ values be understood? We suggest that the
Neurospora light-signal transduction pathway
for frq-induction can exist in three states: (i) a
fully responsive state (F-state), which occurs
whenever Neurospora has stayed su$ciently long
in darkness (large ¸ values), (ii) an unresponsive
state (U-state), which is observed directly after
light treatment (¸"0), and (iii) a partially re-
sponsive state (P-state) for intermediate ¸ values
(0(¸(50 min). We assume further that light
drives Neurospora1s light-signal transduction
pathway very rapidly from the F-state (via the
P-state) into the unresponsive U-state. Once in
the U-state, the recovery of the P- (and F)- state
in darkness occurs only slowly (process LD). We
assume that the recovery of the P-state is a "rst-
order process:

F
-*')5
(3!1*$)
b

$!3,/%44
(4-08)

P
-*')5
(3!1*$)
b

$!3,/%44
(4-08)

U. (LD)
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In pace with the recovery of the P-state in
darkness, the light-signal transduction system
also regains its ability to induce frq-transcription
by light. If P

0
represents a quantitative measure

of a fully recovered P-state, recovery of P by "rst-
order kinetics is described by the relationship

P"P
0

(1!exp (!t/q
rp
)), (2)

where q
rp

is the relaxation time for the recovery of
the P-state in darkness. We may further assume
that the amount of produced frq-mRNA by
a light pulse is proportional to the recovered
P, i.e.

D"jP"jP
0
(1!exp (!t/q

rp
))

"D
0
(1!exp (!t/q

rp
)). (3)

D
0

represents the amount of frq-mRNA pro-
duced by a light pulse which was transduced by
a fully recovered P-state. If eqn (3) is substituted
into eqn (1), we get a theoretical description of
how DDU

12
depends on ¸ when the light-signal

transduction pathway only slowly recovers in
darkness. Figure 7(b) shows that the experi-
mental data by Dharmananda (1980) are well
described by "rst-order recovery kinetics of the
P-state. When the P-state is recovered in dark-
ness to approximately one-third, it is rapidly con-
verted to the fully responsive F-state [Fig. 7(b)].
However, experimental evidence for this rapid
transition between P and F states is not yet
available.

Discussion

SINGLE LIGHT-PULSE RESETTING AND MOLECULAR

TRANSCRIPTIONAL EVENTS

The primary goal of this work was to investi-
gate how the presently known facts on the in#u-
ence of light on frq-transcription are in accord
with the assumed negative feedback loop within
Neurospora's circadian clock mechanism, and to
what extent a minimum model like the Goodwin
oscillator or its relaxational variant is capable of
simulating the in#uence of light on the clock.
The results described by Fig. 3 show quite
convincingly that the response of the sporulation
rhythm towards light is in agreement with an
increased level of the frq-transcript and with
a negative feedback in the frq-transcription}
translation cycle. Furthermore, in context with
the Goodwin model agreements between experi-
mental and computed PRCs were obtained
(Fig. 3) when light-induced transcription of the
frq-gene is approximately doubled. For this
condition, the relaxation variant of the Goodwin
model (Fig. 2) shows that zero phase shifts occur
at the maximum level of frq-mRNA as observed
experimentally (Crosthwaite et al., 1995; Figs 3b,
c). When assuming higher light-induced levels of
frq-transcription (k

1
'3 during light pulse), the

correlation between zero phase shift and frq-
mRNA maximum vanished and the form of the
PRC was changed. While the unperturbed frq-
mRNA maximum remains the same, the break-
point is moved to earlier ct times as k

1
increases

during the pulse (Fig. 6). Because of a saturation
of the light receptor at low light intensities, it
seems to be experimentally di$cult to verify
a shift of the breakpoint as a function of light
intensity (Dharmananda, 1980).

A prediction of the relaxation model is the
apparent inhibition of transcription directly after
a light pulse (for ct values 0}4, Figs 3b, c), even if
the level of the inhibitory factor Z is below inhibi-
ting conditions after the pulse. This inhibition
directly after a pulse may be related to the mo-
lecular events responsible for light-increased
transcription of frq, which were recently un-
covered. There is now experimental evidence that
the white collar-1 (wc-1) and white collar-2 (wc-2)
genes and their proteins WC-1 and WC-2 play
a central role in the light-signal transduction
pathway in Neurospora. Sequence analysis of
WC-1 and WC-2 (Ballario et al., 1996; Linden
& Macino, 1997) indicates the presence of
GATA-like zinc "nger DNA-binding domains in
both proteins (Orkin, 1992), suggesting that they
function as transcription factors. In addition,
WC-1 and WC-2 sequences indicate that both
proteins have multifunctional PAS domains,
which are mainly involved in protein}protein
interactions (Huang et al., 1995; Ballario &
Macino, 1997). PAS domains are widely distrib-
uted in proteins able to sense environmental
changes (Lindebro et al., 1995; Zhulin et al., 1997).
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Talora et al. (1999) have demonstrated that WC-
1 and WC-2 form a white-collar complex (WCC)
in vivo, which is considered to be important for
the light-induced transcription of genes. Light
has been found to increase the transcription of
wc-1, but light also increases the degradation of
WC-1 protein by hyperphosphorylation (Talora
et al., 1999). In contrast to WC-1, WC-2 is un-
modi"ed and stable during and after light treat-
ment. Crosthwaite et al. (1997) found that both
WC-1 and WC-2 are essential for the operation
of the circadian rhythm in Neurospora. WC-1 is
needed for the light resetting of the sporulation
rhythm by inducing frq-transcription. WC-2 is
apparently not needed for the light resetting of
FIG. 8. Model describing circadian frq-mRNA/FRQ-protei
light. In darkness, WC-1 is constitutively expressed and forms
light, the wc-1 gene (but not wc-2) is further activated leading t
both in darkness and light conditions. A minimal phosphor
a transcription factor for frq, but can be inhibited by Z, proba
1997; Dunlap, 1999). It has been suggested that WC-1 could di
et al., 1998). A light-activated kinase increases the phosphoryl
increased frq-transcription activity (Talora et al., 1999). In this a
Hyperphosphorylated WC-1 is degraded and replaced in WCC
model-predicted inhibition of frq-transcription at the end of the
of the kinase activity in darkness: the (light) production of WC
the active WC-1 component due to hyperphosphorylation, i.e. h
synthesized WC-1, which may lead to the predicted inactive W
the rhythm, but is necessary as a component of
an operative WCC transcription factor to main-
tain circadian cycling.

On the basis of these "ndings the models by
Crosthwaite et al. (1997) and Talora et al. (1999)
can be combined to a molecular model of light
resetting in Neurospora (Fig. 8). In the dark the
WCC contains a minimal phosphorylated form
of WC-1 allowing the WCC to act as a positive
element in the transcription of frq. Under light
conditions the phosphorylation of WC-1 is in-
creased which leads, according to Talora et al.
(1999), to an increase of its own transcription
(and of other light regulated genes). Phosphoryla-
tion of WC-1 in the WCC also leads to an
n rhythmicity in darkness and increased frq transcription in
a white-collar complex (WCC) with WC-2. In the presence of
o increased WC-1 levels. Newly synthesized WCC is inactive
ylated form of WCC, occurs in darkness and is active as
bly by interacting with the complex (Crosthwaite et al., 1995,
rectly participate in the "rst step of light perception (Ballario
ation state of WC-1 leading to a WC-1/WC-2 complex with
ctivated state, Z is no longer able to inhibit frq-transcription.
by newly synthesized WC-1 leading to an inactive WCC. The
light period may hypothetically be related to a delayed decay
-1 protein is stopped, and the still active kinase may &&empty''
yperphosphorylated WC-1 is degraded and replaced by newly
CC.
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increased transcription rate of frq. However, light-
induced phosphorylation also causes hyperphos-
phorylation and degradation of WC-1. In WCC,
hyperphosphorylated WC-1 is degraded and re-
placed by newly synthesized and unphos-
phorylated WC-1. However, the WCC which
contains newly synthesized WC-1 has been found
to be inactive. As long as light conditions persist
newly synthesized WC-1 will enter the WCC, is
then phosphorylated, and thus leads to a dynamic
equilibrium (steady state) in the active form of
WCC and to an increased transcriptional activity
of frq. At this stage, FRQ or phosphorylated FRQ
(which is able to inhibit the frq-transcriptional
activity of WCC in the dark) is not able to inhibit
the light-induced frq-transcription.

At the end of the light period (transition to
darkness) transcription of wc-1 and activation of
kinases will stop, but phosphorylation activity
may still persist as long as kinases are present in
darkness. Thus, hyperphosphorylation and
degradation of WC-1 may still persist in darkness
and may lead to an inactive WCC which contains
newly synthesized WC-1. During further dark-
ness, WC-1 in the WCC will eventually reach
a minimally phosphorylated state and thus cause
the WCC to regain activity. Now, FRQ or phos-
phorylated FRQ is again able to act as inhibitor
of its own transcription.

The Goodwin model and its relaxation variant
show di!erent behavior in response to extended
light exposure. The original Goodwin model
shows large-amplitude oscillations in frq-mRNA,
while the relaxation variant reaches a non-oscil-
latory steady state at high frq-mRNA levels. The
experiments by Gooch (1985) and Crosthwaite
(1995) indicate possible (low-amplitude) oscilla-
tions around this steady state. More experi-
mental data are needed to decide between the
two possibilities.

PHASE RESETTING BY TWO LIGHT PULSES

Schrott (1981) investigated the light response
of Neurospora conidiation. By applying two light
pulses he found a biphasic response, i.e. a recov-
ery period of approximately 2 hr was necessary
after the "rst illumination to obtain maximum
response to a second light treatment. Corrochano
et al. (1995) also reported a two-phase
stimulus}response curve for the light inducible
con-10 gene. For the al-3-mRNA induction
by light Macino et al. (1993) found that a dark
period of at least 60 min seems necessary to
recover the sensitivity of the photosensory
system between two light pulses. The data by
Dharmananda (1980, Fig. 7) "t into this biphasic
response, but it is still not clear what processes
are the rate determining steps in the recovery of
the light-signal transduction pathway.

Conclusion

The negative feedback loop of the Goodwin
model applied to the basic circadian clock mech-
anism is able to describe single light pulse phase
response curves quite well. The relaxation variant
of this model predicts that directly after a light
pulse frq-transcription should be inhibited, even
if the concentration of the inhibiting factor Z is
below the inhibiting threshold. This has so far
not been investigated experimentally, but com-
plies with recent considerations on light-induced
gene transcription by a phosphorylated WCC
and an inactive WCC containing newly syn-
thesized WC-1 (Talora et al., 1999). For elon-
gated light pulses, the relaxation model predicts
that the sporulation rhythm is arrested in a
steady state of high frq-mRNA concentrations.
However, experiments by Gooch (1985) and
Crosthwaite et al. (1997) indicate that small-
amplitude oscillations may still exist during lon-
ger light exposure, which is more in favor of the
results by the original Goodwin model. In order
to explain the resetting behavior by two light
pulses, a "rst-order kinetics recovery has been
assumed (either in the Neurospora receptor or in
the light transduction pathway), but which has
not been observed at the molecular level so far.

We thank Martha Merrow and Albert Goldbeter
for sending a copy of the thesis by Subhuti Dhar-
mananda. This work was supported by the Norwegian
Research Council NFR, the Nansen Foundation, and
the European Socrates Exchange Programme.
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APPENDIX A

A Simple Geometrical Model

It is illustrative to look at the implications of
a simple geometrical model. The model describes
the cycling of frq-mRNA where the phase of the
oscillations is described by the phase angle U of
a vector I sweeping on a circular ring [Fig. A1(a)].
For simplicity, we assume that the length of vec-
tor I is DID"1 arbitrary unit (au). The cycling of
frq-mRNA as a function of U is then a sine
function [Fig. A1(b)]. In principle, U is a function
of time and the angular velocity dU/dt may
not be constant. A perturbation vector P can be
ring with radius DID. Vector I and phase angle U describe the
s perturbation leads to vector F and the "nal phase angle U

P
.

"nes zero phase shifts. (b) frq-mRNA as a (sinusoidal) function
nction of DPD with m"0 and n/2, respectively. (c) (s) DPD"0.4;
D"0.9; (e) DPD"1.1; (]) DPD"2.0.



FIG B1. Representation of two-pulse light perturbation.
After each perturbation in X ( frq-mRNA), production of
X (transcription in frq-mRNA) is inhibited, and each per-
turbation leads to an increase D in X. U

1
and U

2
are the

phases of the "rst and second pulse, respectively, where
¸"U

2
!U

1
. t

1
and t

2
are times when X production starts

again. The additional delay due to the second pulse is given
by t

1
!t

2
.
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applied at a certain phase U, which results
in a new vector F )F sweeps with the same angu-
lar velocity as I and with a constant phase di!er-
ence DU relative to I. The phase di!erence is
given by DU"U

p
!U [Fig. A1(a)]. In general,

the orientation of the perturbing vector P is de-
scribed by the angle m. It can easily be demon-
strated that the phase angle after the
perturbation [as shown in Fig. A1(a)], U

p
, is

given by the relationship

U
p
"arctan G

DPD sin m#DID sinU
DPD cos m#DID cosUH . (A.1)

When m"U, the geometry of Fig. A1(a) or
inspection of eqn (4) shows that U

p
becomes equal

to U, which results in zero phase shifts. Figs A1(c)
and A1(d) give calculated phase shifts (as a func-
tion of perturbation strength DPD) when m"0 and
n/2, respectively. For m"n/2 zero phase shifts
occurs at U"n/2, which coincide with the frq-
mRNA maximum [cf. Fig. 3(b) and (c)]. This
simple model predicts in agreement with experi-
ments that the e!ect of light on the Neurospora
clock is apparently due to an (almost) instan-
taneous increase of frq-mRNA and describes, at
least qualitatively, the light PRCs. As a conse-
quence, a perturbation at the maximum frq-
mRNA level leads to zero phase shift as found by
Crosthwaite et al. (1995). For increased pulse
lengths and for higher frq-mRNA production
during the pulse, calculations with the relax-
ational model indicate that zero phase shifts no
longer occur at the frq-mRNA maximum (Fig. 6).

APPENDIX B

Derivation of Equation (1)

The two perturbing instantaneous light pulses
occur at phases U

1
and U

2
, respectively (Fig. B1).

X(U
1
) and X(U

2
) are the X concentrations at

phases U
1

and U
2
after the perturbation. It is also

assumed that after the light perturbation the
transcription of the frq gene is inhibited. Times
t
1

and t
2

are the phases when transcription starts
again for the one-pulse perturbation at U

1
and

for the two-pulse perturbation at U
1

and U
2
,

respectively. The additional delay DDU
12

due to
the second pulse can therefore be written as

DDU
12
"t

1
!t

2
. (B.1)

Due to the "rst-order relaxation in X, t
1

and
t
2

are expressed as

t
1
"U

1
!

1
k
4

ln A X
min

X(U
1
)B , (B.2)

t
2
"U

1
!

1
k
4

ln A X
min

X(U
2
)B , (B.3)

where X
min

is the (minimum) X concentration at
which production (transcription) of X starts
again. Concentration X(U

2
) is written as (Fig. B1)

X(U
2
)"D#X(U

1
) exp M!k

4
(U

2
!U

1
)N

"D#X(U
1
) exp (!k

4
¸). (B.4)

Inserting eqn (B.4) into eqn (B.3), and then
calculating DDU

12
[eqn (B.1)], we get

DDU
12
"(U

1
!U

2
)!

1
k
4
ln A X

min
X(U

1
)B

#

1
k
4
lnA X

min
D#X(U

1
) exp (!k

4
¸)B,
(B.5)

which is identical with eqn (1).
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APPENDIX C

Abbreviations and Explanations

bd band mutant strain of N. crassa
breakpoint abrupt transition between phase

delays and advances in PRCs when
phase shift is plotted against phase
of perturbation. The breakpoint is
an artefact, because it does not oc-
cur in Winfree's &&new phase vs. old
phase'' plot (Winfree, 1980) (Fig. 6)

CTn circadian time n. CTn is the time/
phase equal to n/24 of the circadian
oscillators period length

D amount of frq-mRNA produced by a
light pulse transduced by a partially
recovered P-state [eqns (1) and (3)]

D
0

amount of frq-mRNA produced by
a light pulse transduced by a fully
recovered P-state [eqn (3)]

DDU
12

additional phase shift due to a second
light pulse [eqn (1)]

F-P-U
states

proposed states of the Neurospora
photoreceptor or the light signal
transduction pathway [reaction
sequence LD]

U
i

phase of rhythm at position &&i'' [eqn
(1), Fig. B1]

frq` frequency gene in N. crassa wild
type

frq7 mutated allele &&7'' of frequency ( frq)
gene in N. crassa

FRQ protein produced by frequency ( frq)
gene

k
i

the rate constant of reaction Ri
(Fig. 1)

¸ time interval between two successive
light pulses, ¸"U

2
!U

1
[Fig. B1]

PAS protein domains leading to homo-
or heterodimerization

PRC phase response curve
t time [eqns (2) and (3)]
t
i

time at position &&i 11 [Fig. B1]
q
rp

relaxation time for the recovery of
P-state in darkness [eqn (3)]

wc-1, wc-2 white-collar mutations &&1'', &&2'' of
N. crassa

WCC white-collar complex
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