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Abstract

Hysteresis in the formation and decomposition (melting) of methane hydrate as a function of temperature has been
studied. Here we show how hysteresis can be modelled by a set of pseudo-elementary processes. The model is based on
a previously proposed reaction scheme for the formation of methane hydrate in liquid water. The simulation calculations
agree quantitatively with the shapes of experimental hysteresis curves. The model contains the first set of pseudo-
elementary processes that successfully simulate the presence of an induction period, its subsequent reactive phase and the
thermodynamic border between reactive and nonreactive methane/water mixtures,

1. Introduction

A variety of small-sized molecules, among them
the components of natural gas, form with water,
solid, crystalline clathrate compounds, so-called
hydrates at low temperatore and high pressure
[1-7]. Although hydrates are known since the be-
ginning of the 19th century [8], it was the discovery
of natural gas hydrates as plugs in pipelines that
initiated first systematic studies {9-127].

Investigations on the kinetics of gas hydrate
growth started in the beginning of the 1960s. Hy-
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drate formation in systems with solid ice [13-18]
and liquid water [3,19-25] have been investi-
gated. Empirical models that describe the macro-
scopic growth of hydrate were developed [15-18,
22-26].

Regarding the kinetics of dissociation of hy-
drates, primary focus has been on the decomposi-
tion of hydrates in porous media. With one
exception [27], the kinetics of hydrate dissociation
in porous media, have been treated as pure mass-
and heat-transfer problems. Only few models
[15,28-307 are dealing with the intrinsic rate of
dissociation of the hydrates.

Experimentally, very often, induction periods are
observed, i.e., a certain time is required from the
moment the reagents are mixed until the hydrate is
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Fig. 1. Experimentally obtained hysteresis in the formation and
melting of methane hydrate. The number of moles in the 14 ml
large gas phase calculated from the measured pressure during
8 repetitive cycles are plotted vs. temperature. The cooling and
heating gradient was +3.0Kh™". (A) The system is equilib-
rated for 1 h and the cycle starts by cooling the system from
13.8°C. (B) The first appearance of hydrates. (C) Heating of the
system starts. (D) The hydrate equilibrium line is crossed and
hydrate begins to melt. (E) The last visual hydrate particles have
disappeared from tke solution.

formed. Depending on the nature of the guest mol-
ecules [13, 14, 16] and whether water was in con-
tact previously with hydrate [3, 22, 31], induction
period lengths were found to vary considerably and
in an apparently random fashion.

When phase diagrams of gas hydrates are experi=

mentally determined, the temperature is period-
ically cycled between a maximum and a minimum
value. It is under these conditions when hysteresis is
observed. A typical example of hysteresis in one of
our methane hydrate systems is shown in Fig. 1.

On the basis of experimental studies, we recently
described a reaction kinetic model [32, 33] for the
formation of methane hydrate in liquid water. Ex-
perimental hysteresis would provide an additional
test about the applicability and generality of this
model. In this paper, we show that some slight
adjustments have to be made in order to model
quantitatively hysteresis in the methane hydrate—
liquid water system.

2. Experimental results -

The experimental setup, conditions, and purities
of chemicals in this work have been the same as

described previously [32, 33]. In the experiments,
methane and water were kept in a closed reactor
with constant stirring rate at 980 rpm. The whole
reactor was immersed into a water bath whose
temperature could decrease or increase in time at
a constant rate. Gas and water temperatures inside
the reactor, as well as temperature of the water bath
were monitored simultaneously.

After a variety of initial experiments, it was
chosen to conduct the experiments only with cool-
ing/heating rates that were lower than 3K h™ 1
The reason for this was that for such low-temp-
eraturé changes the formed hydrate appears
evenly dispersed in the water phase. When higher
cooling rates were used, the hydrate was formed
in larger aggregates that caused distortions in
the hysteresis curve, especially at rising temper-
atures when the large hydrate particles started to
melt.

For each cooling/heating rate a series of 7 or
more parallel runs (cycles) were recorded. Fig. 1
shows the reproducibility of 8 repetitive 3 K h™!
cycles. Before a cycle was started, methane hy-
drate was prepared inside the reactor. The hydrate
was then melted by keeping the temperature at
13.8°C for 2h, then cooling of the reactor was
started.

The shape of the hysteresis curve is affected by
the cooling rate. Fig. 2 shows the hysteresis for
3 different cooling/heating rates. Before the hydrate
started to melt, the hydrate crystals were partly
transparent. However, during the melting process
of the hydrate (at the temperature-rising branch of
the hysteresis curve) it was observed that the bulk
containing both water and hydrate turned opaque.
We explain the opaqueness due to the appearance
of tiny gas bubbles on the surface of the hydrate
crystals.

2.1. The model

A previously proposed model for the formation
of methane hydrate in liquid water [32] is used as
a basis for this study. The model was origin-
ally designed to account for the presence of an
induction period and for the sudden appearance
of hydrate at the end of the induction period. It
consists of the following five pseudo-elementary
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Fig. 2. Experimentally obtained hydrate formation cycles
with different cooling and heating gradients. The number of
moles in the 14 ml large gas phase calculated from the measured
pressure during a temperature cycle are plotted vs. the tem-
perature. Temperature gradients have been +3, +2 and
+1Kh™

processes:
ky
CH, (g)= CH, (aq), (M1)
koy
ke,
fCH, (aq) + hH,O = N, (M2)
ko
ks
N - H, (M3)
k4[H)
N = H, (M4)
K-a
ks[H]
fCH. (aq) + hH,0 = H. (M53)
ko

Process (M1) describes the dissolution of meth-
ane into the water phase. Reaction (M2) describes
the formation of an oligomeric intermediate, N,
while process (M3) is a slow (uncatalyzed) forma-
tion of macroscopic methane hydrate crystals
H from N. The macroscopic growth of methane
hydrate crystals occurs due to the autocatalytic
processes (M4) and (M5). While (M4) describes the
growth of methane hydrate crystals from precursor
N, process (M5) represents the formation of meth-
ane hydrate directly from the reaction between
water and the dissolved gas.
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2.1.1. Bubble formation during hydrate melting

A factor that was not incorporated in our model
[32, 337 was the appearance of bubbles during the
melting of hydrate. Initial simulations with our
previous model [32, 33] showed that under melting
conditions the experimental pressure was building
up much more rapidly than the calculations sugges-
ted. We therefore saw it necessary to incorporate
bubble formation into our model.

Generally, bubbles may nucleate in two ways:
homogeneously or/and heterogeneously. Homo-
geneous nucleation occurs spontaneously when the
supersaturation reaches a limit; the spinodal point.
Below this limit, induction times are observed,
showing inverse proportionality with the level of
supersaturation. Heterogeneous nucleation occurs
when nucleation is initiated by certain inhomo-
geneities in the solution (seeds). Heterogeneous
nucleation occurs usually at much lower super-
saturation values.

During the melting process, the bulk phase is
filled with hydrate crystals which make suitable
growth sites for bubbles. We therefore believe that
the nucleation of bubbles during melting is strongly
heterogeneous. It appears difficult to predict at
which supersaturation nucleation will occur, but it
is probably much lower than the spinodal point.
For the sake of simplicity, we assume that the
critical saturation value is of the same order of
magnitude as the two-phase liquid-vapor equilib-
rium. At this limit, the gas escaping from the solu-
tion by bubbles behaves like a step function [347].
When the dissolved methane concentration falls
below this limit, nucleation terminates again. The
application of step functions to describe the nuclea-
tion of bubbles has previously been used success-
fully in the modelling of homogeneous nucleation
of bubbles in gas evolution oscillators [34-36].

In the model we incorporate the formation of
bubbles during melting as the following irreversible
reaction:

kg

CH, (aq)—» CHy (g). {M6)

Because bubble formation is only involved when
a certain supersaturation of dissolved gas is pres-
ent, this step will not affect the equilibrium of the
system.
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2.1.2. Constraints on rate constants

In a closed system, as studied experimentally
here, any reaction will finally reach equilibrium.
According to the principle of detailed balance [37]
each of the component processes (M1)}«(M35) will
therefore attain equilibrium, which leads to the
following expressions:

[CH, (aq)] _ ky

[CH, (@] -y (E1)
[CH, (acggf [H,07" ‘Z% (E2)

T e
[CH. (aq)}'[H,0]" = kz;, (E4)

Because at equilibrium k3 < k,[H] [32, 337, Eq
(E3) takes the form

N = —= . R (Ej’-)

Combination of Egs. (E2), (E3) and (E4) results
in the following relationship between rate constants
kyifori=2,4andS5:

ﬁ E = k;“. o S (1)
k_y ks ky .
The ky/k_, ratio can be determined experimentally

[32,33].

The influence of temperature T on rate constant
k;is assumed to be described by a simple Arrhenius
relationship

E.
k= Asexp (— ﬁ> o)

where A4; and E; are temperature-independent con-
stants. E; is the activation energy. Experimentally,
the equilibrium concentration of dissolved methane
has been determined as a function of temperature.
Fig. 3 shows [CH, (aq)]’ as a function of T,
where f is the average stoichiometric coefficient
[32] of processes (M2) and (M5).
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Fig. 3. Equilibrium phase diagram. Based on the measured

_equilibrium points for different pressures and temperatures, the

equilibrium concentration of dissolved gas has been calculated
and plotted in the power of the stoichiometric factor, f; vs. the
reciprocal temperature.

From Eq (E4) we Wr1te

A_ 1
In[CH, (aq)]’ = 1A5 xRy E-s—Es) ()

and according to Eq (1)

e A_LAL
1 Smpifii2
n[CHy (aq)] | _l_n 1A,
1
- ﬁ(E_4+E_2—E4—E2). @)

From the experimentally determined slope in
Fig. 3, we have the following constraints in activa-
tion energies:

—Es=E ,+E_,—(E;+E,)
=4326 J/mol. (5)

These constraints from equilibrium consider-
ations have to be taken into account when activa-

" tion energies and rate constants are chosen in order

to model experimental behavior.

3. Simulation results and discussion

Table 1 shows the rate constants, their activation
energies and the nucleation threshold for bubble
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Table 1
Rate constant values and activation energies

Rate Value (6°C) Activation energy
constant® {kJ/mol)
ky 0.01341 min~* 0
koy 0.449 min™! 124
(s 1110713 M min~! 60
k_ 3.7x107*min"! 0
ka 3x 107 *min~? 0
ks 1.8x10° M ' min~! 0
ey 2.8%10° min~! 96.0
ks 19x1073 M~/ min~! 0
k-s 1x10°min~* 36.0
0, if S$<1.02°

kg 0

{2.0 min~!,

if $>1.02°

2 The rate constants k; and k_; are determined experimentaliy
[32]. The other rate constants give the best fit to experimental
data.

® § is the supersaturation ratio between dissolved methane
concentration in the aqueous phase [CH, (aqa)] and the corre-
sponding value [CH, {aq)]* that is in equilibrium with methane
in the gas phase, ie.,, S = [CH, (aq)]/[CH, (ag)]*

formation used in our calculations. Rate constants
k, and k_, are those earlier determined by experi-
ments [327], while the remaining rate constant
values were optimized to fit the experimental re-
sults of Fig. 2. Fig. 4 shows three different cal-
culated hysteresis cycles which correspond to
the experimental results of Fig. 2. The simula-
tions are in good quantitative agreement with ex-
periments.

There is considerable interest in predicting in-
duction times. Skovborg [38] suggested to use the
Ao as a driving force in the nucleation of hy-
drates. Auy o Is the chemical potential difference for
the component H,O, between the aqueous liquid
and the solid hydrate phase. They found that the
induction time increased exponentially with in-
creasing Auy,o. The results of Skovborg [38] are
analogous with the results of Lingelem and Majeed
[39], where the induction time was reported as
exponential with respect to subcooling, AT. We
have simulated the induction times as constant
temperature experiments with our model for differ-
ent constant temperatures and different initial
amounts of gas. The simulations gave a linear plot
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Fig. 4. Simulated hydrate formation cycles corresponding to
the experiments of Fig. 2. The modelled number of moles in the
14 ml large gas phase during 3 temperature cycles are plotted vs.
the temperature.
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Fig. 5. Simulated induction times (fogarithmic scale) versus cal-
culated chemical potential difference, Aucy, between initial and
equilibrium states. Apicy, is the chemical potential difference for
the component CH,, between the aqueous liquid and the solid
hydrate phase. The relation is calculated from the chemical
potential of gas prior to nucleation, and the chemical potential
of gas at hydrate equilibrium.

for the induction times plotted as a function of
Aptcy, (Fig. 5). Apicy, is the chemical potential dif-
ference for the component CH,, between the aque-
ous liquid and the solid hydrate phase. Natarajan
et al, [40] have proposed a similar relationship as
driving force. They use {f/feq — 1), where f; and
feq are the fugacities of the initial and equilibrium
state of the system. For small values, this relation is
found to be a linearization [41] of the logarithmic
expression, In f,/f.q, which is recognized as a part of
Lewis’ Ay expression [42].
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The kinetic scheme (M1)~(M6) represents the
first set of pseudo-elementary processes that suc-
cessfully simulate the presence of an induction peri-
od, its subsequent reactive phase [32, 33], and the
thermodynamic border between reactive and non-
reactive methane/water mixtures. The model’s
quantitative estimates concerning induction period
length (Fig. 5), reaction rates of hydrate formation
(Fig. 6 in Ref. [32]) and melting (Fig. 4) appear in
good agreement with corresponding experiments.

With the ability to describe/simulate hysteresis
the model is also able to predict the influence of
kinetic parameters on thermodynamic properties
of hydrate systems. As an example, it may be of
interest to study the influence of individual rate
constants on the border that separates the thermo-
dynamic conditions, where methane hydrate may
form or dissociate (Fig. 2 in Ref. [32]). This may
be of importance to identify those kinetic steps
that may help to obtain conditions for a “kinetic
control” in the avoidance of gas hydrate forma-
tion [43].

One part of our model that probably will need
further refinement is the size distribution of the
oligomeric precursor N and the influence of these
various precursor forms on the overall kinetics.
Another part concerns the kinetics of bubble
formation during melting, which so far are approx-
imately described by the sudden onset of reaction
(M6) as soon as the supersaturation threshold has
been exceeded.

4. Conclusions

The experimentally obtained temperature hys-
teresis is quantitatively modelled by our earlier
proposed model [32, 337 and autocatalysis appears
to be an essential part of the hydrate formation
process. T .

The model describes the kinetics as well as the
thermodynamics of the liquid-solid phase tran-
sitions when applying temperature gradients.

There is a strong influence of bubble nucleation
on transport of gas out of solution during hydrate
dissociation. The mechanisms of hydrate decompo-
sition might be more complex and should be inves-
tigated further.
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