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Abstract  This article focuses on the Goodwin oscillator and related minimal
models, which describe negative feedback schemes that are of relevance for the
circadian rhythms in Neurospora, Drosophila, and probably also in mammals. The
temperature behavior of clock mutants in Neurospora crassa and Drosophila mela-
nogaster are well described by the Goodwin model, at least on a semi-quantitative
level. A similar semi-quantitative description has been found for Neurospora
crassa phase response curves with respect to moderate temperature pulses, heat
shock pulses, and pulses of cycloheximide. A characteristic feature in the Good-
win and related models is that degradation of clock-mRNA and clock protein
species plays an important role in the control of the oscillator’s period. As pre-
dicted by this feature, recent experimental results from Neurospora crassa indicate
that the clock (FRQ) protein of the long period mutant frq” is degraded approxi-
mately twice as slow as the corresponding wild-type protein. Quantitative
. RT-PCR indicates that experimental fr”-mRNA concentrations are significantly
higher than wild-type levels. The latter findings cannot be modeled by the Goodwin
oscillator. Therefore, a threshold inhibition mechanism of transcription is proposed.
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It is now generally believed that circadian rhythms
have a clock-function for timing important physio-
logical processes with respect to daily and seasonal
environmental changes (Edmunds, 1988). To work as
useful chronometers, circadian oscillators compen-
sate for environmental fluctuations, such as, for exam-
ple, changes in temperature, salinity, pH, or nutrient
supply, which may otherwise influence the oscilla-
tor’s period and thus the temporal organization of the
organism (Pittendrigh, 1993). Especially the influence
of temperature on the clock has been studied exten-
sively, and temperature compensation has been recog-
nized to be one of the main characteristics of circadian
clocks (Edmunds, 1988; Winfree, 1980). Temperature
compensation means that the period of the rhythm
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remains practically unchanged at different environ-
mental temperatures as long as the temperature is
kept constant. Although temperature compensation
ensures that the period is unaltered at different con-
stant environmental temperatures, the phase of the
oscillator will in general vary with (sudden) tempera-
ture changes. Also, many ultradian rhythms have
been found to be temperature compensated (Kippert,
1997; Ruoff et al., 1999b).

Our work has mainly focused on the Goodwin
model and its behavior to describe and predict proper-
ties of circadian rhythms. A characteristic feature of
the Goodwin and related models is that degradation
reactions of both clock mRNA and clock protein play
an important role in the control of the oscillator’s
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Table 1. frq* and frq’ parameterization in Goodwin model

Type kq ks

Period Start Values (t=0)

frq 02 0.2

frq 02 0.1

223 X,=3.931 x 10°
Y,=1.811 x 10*
Z,=1.712

28.2 X,=2.214 x 107
Y,=1.918 x 10"
Z,=1.826

NOTE: k,=k,=k,= 1.0 in all cases.

period (Lewis, 1994; Olde Scheper et al., 1999; Ruoff
and Rensing, 1996; Ruoff et al., 1996; Ruoff et al., 1999).
As predicted by this feature, recent experimental
results from Neurospora crassa show that the clock
(FRQ) protein of the long period mutant frq" is
degraded approximately twice as slow as the corre-
sponding wild-type protein. Quantitative RT-PCR
indicates that frg-mRNA levels are significantly
higher than wild-type levels. The latter findings, how-
ever, cannot be described by the original Goodwin
model, and therefore an alternative inhibition mecha-
nism is introduced and discussed.

MATERIALS AND METHODS

Computations

The differential equation from the models were
solved numerically on a Macintosh PowerPC or
HP9000 computer using the double-precision version
of the FORTRAN subroutine LSODE (Hindmarsh,
1980). Phase response curves (PRCs) were calculated
relative to the X (frg-mRNA)-maxima, which for free-
running conditions was set to circadian time (CT) 0
(Aronson et al., 1994). We have mainly described the
Neurospora crassa wild-type (frq") and the long period
mutant fry’ mutant by the Goodwin model. The rate
constants values for the frg" and frq’ parameterizations
are given in Table 1.

Nonlinear curve fitting has been performed by the
Macintosh version of the program Kaleidagraph (Syn-
ergy Software, 1997).

Quantitative RT-PCR

Left and right primers frgforl (agaagaagctggttgtc
cga) and frqrevl (tccgaccattcttatccgag) were constructed
using the primer construction program PRIMER3
(http:/ /www-genome.wi.mit.edu/cgi-bin/primer /
primer3.cgi). Primer sequences were checked to avoid

possible hairpin loops. The frq PCR product size is 747
bp.

Total RNA was extracted from 10 mg mycel using a
commercial extraction kit (Purescript®, Gentra Sys-
tems). The RNA was treated with DNase I (10 min at
37° C and 5 min at 65° C). The final RNA solution was
stored at -30° C.

19 uL of RT reaction solution containing 1.25 uL 10
mM dNTP, 1 pg total RNA was kept for 5 min at 70° C
and then cooled on ice. Then 5 pL frgrevl (10 pmol/pL)
and 1 pL of M-MLV Reverse Transcriptase (200 units)
were added. The reaction solution was kept at 42° C
for 60 min. Finally, the solution was heated to 70° C for
10 min and then kept at 4° C for subsequential use in
the PCR.

The PCR was performed in a Perkin-Elmer
GeneAmp PCR System 2400. One pL of RT reaction
solution from above was used in the PCR process with
a reaction volume of 50 pL. Two units of PLATINUM®
Tag DNA polymerase (Gibco) was applied. The reac-
tion buffer was 20 mM Tris-HCl, pH 8.4 with 50 mM
KCl, 1.5 mM MgCl,, 200 pM dNTPs, and 40 pmol of
frqforl and frqrevl, respectively. The PCR temperature
profile was {94° C (2 min)} - {94° C (30 s), 65° C (30 s),
72° C (45 )}5,y, — {94° C (30 5), 62° C (30 5), 72° C (45
5)}spcies— 194° C (305), 60° C (305), 72° C (45 8) ey — {72°
C (7 min)} - {4° C (storage)}. PCR products were fluo-
rimetrically detected by electrophoresis with UV-
illumination of gels that contained ethidium bromide.
The gels consisted of 1.2% ultrapure agarose (Gibco)
and 10 pg ethidium bromide in 100 mL gel.

For quantification, a purified 536 bp DNA fragment
“MIMIC” (Siebert and Kellogg, 1995) was added at
various concentrations to the PCR reaction mixture
containing frqg cDNA. MIMIC was constructed from
the N. crassa nit-3 gene and is amplifiable with frgforl
and frgrevl. After PCR and gel electrophoresis fluores-
cence intensities of the frg PCR product and the ampli-
fied MIMIC were compared. Photographs of gels were
taken, and fluorescence intensities were measured
from the photograph by using the freeware program
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Figure1l. Estimation of fr;-mRNA by competitive amplification
with known amounts of MIMIC (amoles: 10"® moles). A. Agarose
gel analysis of competitive PCR with same amounts of frg-cDNA
but varying amounts of MIMIC. B. Densitometric analysis of FRQ
and MIMIC signals from A.

NIH Image (Macintosh Version 1.61, National Insti-
tutes of Health). At equal fluorescence intensities, the

frg-cDNA concentration was assumed to be equal to
the concentration of the added MIMIC (Fig. 1).

Strains and Culture Methods

The strains used were band (bd) with the wild-type
frequency gene (frg") or the frq’ mutation. The bd frg"and
the bd frq' mutants were obtained from Fungal Genet-
ics Stock Center (FGSC) (The University of Kansas
Medical Center, Department of Microbiology, 3901
Rainbow Blvd., Kansas City, Kansas 66160-7420, USA.
FGSC Stock No.: bd, 1858; frq’, 4898 [Internet: http://
www.kumc.edu/research/fgsc/main.html]).
Cultures were grown in liquid Vogel’s medium
(Vogel, 1956) with 2% sucrose (LL-medium). After
inoculation of approximately 6 x 10" conidia L in Petri
dishes (90 mm diameter), they were exposed to white
fluorescent light for 36 h at 25° C. Then discs were cut
out (1 cm in diameter) by means of a cork borer and
placed in Vogel’s medium with low sucrose (0.05%) at
constant darkness (DD), which corresponds to cir-
cadian time (CT) 12. It is the transition into DD condi-

tions that initiates or sets the phase of the circadian
rhythm.

TEMPERATURE COMPENSATION:
GENERAL CONSIDERATIONS

All chemical change, no matter how complex, is
believed to be a consequence of underlying elemen-
tary processes (Noyes, 1986). An elementary process
takes place in a single step and involves at most three
reactant or product molecules. Kinetic orders in each
reaction direction are equal to the stoichiometric coef-
ficients of the elementary process, and the direction of
the process is determined by the affinity or free energy
of the process (Kondepudi and Prigogine, 1998). Ele-
mentary processes can be grouped into sets of compo-
nent stoichiometric processes, which together
describe the overall change from reactants to products
in a complex reaction system.

The influence of temperature on an elementary
process is described by the Arrhenius equation, which
connects the rate constant k; of process i with the abso-
lute temperature T (Laidler and Peterman, 1979):

k(T) = Aexp(-E,/RT). M

A, is the so-called pre-exponential factor. In most
cases, A, can be considered to be independent of tem-
perature. E, is the activation energy, which can be visu-
alized as an energy barrier the molecules have to
pass to form a product. The Arrhenius equation has
also been applied to chemically “unconventional”
processes as, for example, to the rates of cricket chirp-
ing or firefly flashing, or even to the temperature
dependence of subjective time perception in humans
(Laidler, 1972).

The processes in a reaction kinetic oscillator can be
grouped into period-increasing and period-decreasing
reactions. For each process Ri, a rate constant k; and a
corresponding activation energy E; can be assigned.
The temperature dependence of the (assumed isother-
mic) oscillator’s period P will be a complicated func-
tion f of the simultaneous influence of temperature T
on all k;

P(T) = f{k(T), k(T), - - o, K(T), - . .}- @

The temperature dependence of P canbe written as
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Temperature compensation requires that 0P/dT =
0. By including the Arrhenius equation into equation
3, one gets a condition for temperature compensation
(“antagonistic balance in temperature”) that is valid
for any reaction kinetic oscillator (Ruoff, 1992):

an(p)) .
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j{P-increasing)
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In other words, in any reaction kinetic oscillator, tem-
perature compensation is expected to occur whenever
the E-weighted sum of dlnf/ dlnk; of period-increasing
reactions balance the corresponding negative sum of
period-decreasing reactions. Equation 4 may be con-
sidered as a generalization of the principle of “oppos-
ing reactions,” which was suggested by Hastings and
Sweeney more than 40 years ago (Hastings and
Sweeney, 1957; Ruoff et al., 1997). There is an infinite
number of activation energies that satisfy equation 4,
and nature has apparently realized some of them.
For most oscillator models, the function f is not
known and numerical representation functions must
be sought. A useful family of approximating functions

fappr 18

P= fappr

—7 [Tk, )

where f, is assumed to be temperature independent.
In practice, B, is determined numerically by calculat-
ing the oscillator’s period for varying k, while keeping
all other k,, constant. B, is finally determined as the
slope from a log P - log k; plot.

The above analysis shows that any chemical or
physiological oscillator has intrinsically all necessary
elements to achieve temperature compensation and
that temperature compensation appears to be part of
the clock mechanism.

The validity of the antagonistic balance (equation 4)
has been tested for a variety of chemical oscillator
models including the Brusselator, the Kauffman-Wille
model, and the Oregonator (Ruoff, 1995). In all these
models, temperature compensation is easily obtained,
although due to the approximative nature of equation
5, a fine-tuning in activation energies is often neces-
sary to increase the temperature range of compensa-

dX = L .
1429
dY =koX - (k5+koY +k9Y‘
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Figure2. A version of the Goodwin model that has been used to
calculate temperature behavior of Neurospora frq mutants and
Drosophila per mutants. X, ¥, and Z correspond to clock-mRNA,
clock-protein, and an inhibitory factor for transcription, respec-
tively. Y’ is an additional form of the clock PER protein used in the
Drosophila calculations. In the Neurospora calculations, the basic
Goodwin oscillator has been used, that is, reactions R7-R9 have
not been considered.

tion. However, calculated PRCs for temperature steps
and temperature pulses of the temperature-
compensated Brusselator and Kauffman-Wille mod-
els showed no agreement with experimental PRCs
from circadian rhythms (Ruoff, 1994). This situation
completely changed when we started to study the
Goodwin model.

THE GOODWIN MODEL

The importance of negative feedback control
processes started to be recognized during the 1950s.
Goodwin first described a physiological oscillator
model with a negative feedback loop (Goodwin, 1965;
Murray, 1993). Now, more than 30 years later experi-
mental evidence has emerged that essential elements
of the circadian clock in Neurospora and Drosophila con-
sist of negative feedback loops as considered origi-
nally by Goodwin. The importance of feedback con-
trol in circadian oscillators has also been emphasized
in more general models by Johnsson and Karlsson
(1972), Gander and Lewis (1979), and Lewis (1994).

Figure 2 shows a slight variation of the Goodwin
model that has been used to calculate the temperature
behavior of short- and long-period mutants in Neuro-
spora and Drosophila. Not only does the Goodwin oscil-
lator show a principally correct phasing between
clock-mRNA and clock-protein, but PRCs for tem-
perature steps and temperature pulses are similar to
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Figure 3. A. Calculated temperature behavior for per mutants in Drosophila melanogaster. E; is the activation energy of process Ri.
Numerical parameters: per': Xo = 1.664D-01, Yo = 2.458D-01, Zo = 1.1.455, Yo' = 0.0, E; =2.36 x 10" J/mol, E;=9.26 X 10*J/mol, E; = 6.25 x 10*
J/mol, E,=7.63x10% J/mol, E5=1.92x10? J/mol, Eg=2.02x10* J/mol, E,= Eg= Ey=1.0 x10? }/mol. At25° C: ky = k= k3= 1.0, k;=0.15, ks=025, k¢=
0.1, ky = 0.25, kg = ko = 1.0. per’: Xo, Yo, Yo', and Zo as for per’, ks=k;=0.4 (25° C), Es=5x 10*J/mol, other parameters as for per*. per”: Xo =
2.1D-01, Yo = 1.99486D-01, Zo = 1.99486, Yo' = 0.0, ks = 0.3, k= 0.15 25° C), E5=2.5 x 10" J/mol, Eg = 2.5 x10° J/mol, Eg=2.0 X 10* J/mol, other
parameters as for per*; B. Experimental results replotted from the work of Konopka etal. (1989). C. Calculated temperature behavior for frq
mutants in Neurospora crassa. Numerical parameters: wild-type, frq*Ey=2.36% 10*J/mol, E;=9.26Xx 10*J/mol, E3=6.25x 10*J/mol, E,=7.63
x10%J/mol, E5=1.92x10*J/mol, Eg=2.02 x10” J/mol. At25° C: ky =k, =k3=1.0, ky=k5=0.2, ks=0.1, ky=kg=ky=0.0. frq": ks=0.5(25° C, shows
damped oscillations), E;=1.92 X 10%J/mol, other parameters as for wild type. frq7: ks=0.1(25°C), E5=5.0% 10%J/mol, other parameters as for
frq*. D. Experimental results replotted from the work of Gardner and Feldman (1981).

what has been experimentally observed (Ruoff and
Rensing, 1996).

Temperature Behavior of Clock Mutants

Aninteresting feature of the Goodwin model is that
the period depends on the degradation reactions R4,
R5, and R6, while the anabolic reactions R1, R2, and R3
have practically no influence on the period (Ruoffetal.,
1997). By decreasing one of the rate constants of the
degradation reactions (k;), temperature compensation
is lost and the response is similar to that observed in
the N. crassa frq mutant. In fact, the temperature
behavior of the long- and short-period mutants of frg
in N. crassa and of per in Drosophila can be understood
in terms of degradation of the clock protein or the cor-

responding clock mRNA (Ruoff et al., 1996). Accord-
ing to the Goodwin model, the short-period mutants
(frq', per’) are related to a rapid degradation of the
clock-protein or clock-mRNA, while in long-period
mutants the clock-protein (or clock-mRNA) is
degraded more slowly. To simulate per”'s temperature
behavior (Fig. 3), a temperature-dependent equilib-
rium between two forms of the clock-protein (Y’, Y)
has to be considered: At higher temperatures, the
equilibrium between Y and Y’ is shifted to the side of
the slower degrading protein species Y.

Cycloheximide PRCs in N. crassa

The long-period mutantfrq is known to be less sen-
sitive to perturbations by cycloheximide (CHX) pulses



474 JOURNAL OF BIOLOGICAL RHYTHMS / December 1999

Figure 4. Effect of inhibitory pulses (1-time unit duration) on Neurospora crassa wild-type (a, ¢) and j’rq7 (b, d) parameterizations in the
Goodwin model. @ is the phase of perturbation (0-30 time units) and A® is the phase shift (<12 to +12 time units). The inhibition axis indi-
cates an increased linear and simultaneous inhibition of reactions R2 and R5 from 0% to 98%, and from 0% to 20%, respectively. For details,
see Ruoff et al. (1999a). As shown by experiments, the frq’-parameterization (b, d) is clearly less affected by inhibitory (CHX) pulses.

(Dunlap and Feldman, 1988) when compared with
wild-type (frq") resetting. We have tested whether the
frg'and the frq’ parametrization of the Goodwin model
(Table 1) would be able to describe this behavior.
Indeed, the effect of CHX pulses can be simulated by
the Goodwin model when using a strong inhibitory
pulse on process R2 accompanied by a simultaneous
slight inhibitory pulse on reaction R5. Figures4band d
show that the Goodwin frq’ parameterization is clearly
less affected by such inhibitory pulses compared with
the wild-type parameterization (Fig. 4 a,c).

frg-mRNA Levels

We are beginning to investigate frg-mRNA levels in
the wild-type (bd) and in the frq-mutant by RT-PCR.
The first results show that at peak times the frg-mRNA
level is significantly higher in the fry’ mutant com-
pared to the wild-type strain (Fig. 5). A higher ampli-
tude of frg-mRNA oscillations in fr§ was already
observed by Aronson et al. (1994). Model calculations

0.06
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E= 003
o8
L=
= 0.02
=
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0 4 8 1 16 20 24
circadian time (CT)

Figure 5. Comparison between experimentally determined
frq"-mRNA and frg"-mRNA levels by RT-PCR (each point is the
mean of 2 independent experiments). Although we still consider
these results as preliminary, they are in contrast to the predicted
mRNA levels of frq’and frq*-parameterizations in the Goodwin
model, where X from frq*-parameterization oscillates ata 2 times
higher level than X from frq’ -parameterization.
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show that these results are not consistent with the
Goodwin oscillator, which predicts that frg-mRNA
oscillations in the wild type occur at a level 2 times
higher than the level in the frqy'-mutant (data not
shown).

AN ALTERNATIVE FORMULATION
OF INHIBITION

This discrepancy between experimental frq"/
frd-mRNA levels and those simulated by the Good-
win model prompted us to look for an alternative for-
mulation of inhibition. One possibility that accounts
for the more relaxational type of frg-mRNA oscilla-
tions in N. crassa is the introduction of critical inhibitor
concentrations Z_, and Z_,, which determine when
transcription inhibition is switched on and when it is
* turned off. In its simplest version (Fig. 6A), transcrip-
tion of the frq gene is inhibited whenever Z becomes
larger than Z_,. On the other hand, transcription is
restored when Z falls below a lower critical value Z,,,.
A consequence of such a relaxational inhibition
scheme is that clock-mRNA and clock-protein start to
increase almost simultaneously, while the phase dif-
ference between the minima of clockmRNA and clock
protein, which occurs in the original Goodwin model,
is lost. In fact, experimental results (Fig. 6 B,C) indicate
precisely this behavior.

ESTIMATING frg-mRNA AND FRQ-PROTEIN
DEGRADATION RATE CONSTANTS

If we assume that the inhibitory scheme in Figure
6A is operative in the Neurospora clock, an attempt to
estimate the degradation rate constants for frg-mRNA
and FRQ-protein from the available experimental
results (Fig. 5; Fig. 6 B, C) can be made.

In the first step, the frg-mRNA (X) degradation rate
constant k, is determined assuming that reaction R1 is
off and k, = 0 (Fig. 7A). In this case, X decreases expo-
nentially by a one-order process, which is described
by the rate equation X(f) = X,,, exp(-k}). Both our
experimental results (Fig. 5) and those by Garceau et al.
(1997) (Fig. 6 B, C) show that the frg-mRNA decay can
be described quite well by such a process. Table 2 sum-
marizes the degradation rate constants obtained for
frq" and frq-mRNAs.
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Figure 6. A. A threshold inhibition scheme proposed for the
Neutospora circadian clock. Z,,,, determines the Z level when
transcription inhibition occurs (k; = 0), while Zp;, determines the
phase when transcription is restored (k; > 0). B, C. Experimental
frg-mRNA and FRQ-protein levels for wild type (frq") and the
long-period mutant frq7, which indicate their practically simulta-
neous increase at the beginning of the cycle (Replotted from the
work of Garceau et al,, 1997).

In the second step, FRQ-protein degradation for
wild-type and for the frq’-mutant can be estimated by
two ways, either (a) by a direct exponential fit of the
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declining FRQ-protein levels or (b) by fitting the
function

Y()=Y,, exp(-k )+ %‘;{—"(exp(—k}) —exp(kt)) ©

to the increasing and decreasing FRQ levels and tak-
ing into account that FRQ-protein is still produced in
the presence of frg-mRNA. Equation 6 is the solution

of the rate equation afi—):+k5Y=k2Xstmexp(-—k4t),

which assumes an exponential decay in X (R1 tran-
scription is off, i.e., k, = 0), while Y is formed by reac-
tion R2 and degraded by process R5 (with rate con-
stants k, and k,, respectively). X, and Y,_, represent
the initial values of X and Y, respectively. In our calcu-
lation, wehave used the peak value of X and the corre-
sponding Y value as starting points. We allowed to
vary k, and k; freely to fit equation 6 to the experimen-
tal FRQ" and FRQ -protein data (Fig. 7 B,C). Both
methods (a) and (b) indicate that the FRQ'-degrad-
ation rate constant is smaller (approximately by a fac-
tor of 2) than the degradation rate constants of the

wild-type FRQ-protein (Fig. 7, Table 2). In fact, the -

range of these rate constant values fits very well to our

previously (Ruoff et al., 1996) assumed rate constant
values (Table 1).

DISCUSSION

Are Degradation Processes Important in
the Neurospora Clock?

The results shown in Figure 7 and Table 2 agree
with the earlier predictions (Ruoff and Rensing, 1996;
Ruoff et al., 1996) of the Goodwin model that long-
period mutants may be characterized by a slower deg-
radation rate of either clock-mRNA or clock-protein as
compared to the wild-type. Despite these encouraging
results, one should still remain cautious. First of all,
none of the experiments so far was explicitly designed
for determining either frg-mRNA or FRQ-protein deg-
radation rates. Additional experiments are needed to
estimate frg-mRNA and FRQ-protein degradation
rates—especially in the presence of transcription or
translation inhibitors, respectively.

Another important question is whether the higher
frq-mRNA levels are related to a less effective tran-
scription inhibition by FRQ' (or FRQ'-phosphorylated
forms). A similar relationship between frg-mRNA lev-
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Table 2. Estimated 1-order rate constants for frq" /frq-mRNA and FRQ"/ FRQ'-protein degradation®

Species Rate Constant, k™" Rate Constant, 1™
frg*-mRNA ky = 0.237 (R = 0.992)°
ky=0.170 (R = 0.980)" —
frq’-mRNA ky = 0.225 (R = 0.993)°
k= 0.263 (R = 0.9994)% —
FRQ"-protein” ks = 0.256 (R = 0.984)° k,=0.546
ky=0237
ks =0.355
(R =0.997)°
FRQ'-protein” ks=0.111 (R = 0.994)° kp=0318
‘ ky=0.225
ks=0.192
(R = 0.99)f

In2
rate constant

b. From replots of Garceau et al. (1997) data.
¢. Simple exponential fit. Presence of frg-mRNA neglected.
d. From Figure 5.

a. Species half-life =

e. Presence of frq*-mRNA taken into account. See Figure 7B for details.
f. Presence of frq”-mRNA taken into account. See Figure 7C for details.

els and the functionality of the FRQ-protein was found
in the frg’strain (Merrow etal., 1997). Infr7’, fri-mRNA
is atahigh level, because no functional FRQis made. If
the higher frg-mRNA level is related to a less effective
FRQ-protein (leading to a higher Z,, threshold), then
an increase in Z__ may not only explain a higher
frq -mRNA level but would also lead to an increase in
period length independent of degradation processes.
Luo etal. (1998) found that the FRQ-protein rapidly
enters the nucleus and that degradation of FRQ in the
nucleus has a similar time-scale as frg-mRNA degra-
dation in the cytoplasma. In view of the threshold
- model, the rapid appearance of FRQ in the nucleus
seems to ensure a rapid inhibition of transcription. On
the other hand, the period length appears to be corre-
lated to the cytosolic FRQ, which is degraded at a
somewhat slower time scale: As long as sufficent cyto-
solic FRQ is transported into the nucleus, inhibition
may remain. However, once the cytosolic FRQ is too
low, the inhibitory FRQ level in the nucleus may be
driven below Z_, such that transcription can start
again. In this view, FRQ-degradation in the cytosol
appears to be an important determinant of Neuro-
spora’s circadian period. It would be of importance to
explicitly determine the degradation rates of cytosolic
FRQ and FRQ inside the nucleus both for wild-type
and for several of the frg mutants.

Inhibition Threshold and Phase-Resetting
Behavior

The threshold concept of inhibition alters com-
pletely the phase-resetting behavior: While the origi-

nal Goodwin oscillator (and probably also the other
models that have a Hill-type inhibition [Leloup and
Goldbeter, 1997, 1998; Hong and Tyson, 1997; Olde
Scheper et al., 1999]), show a soft resetting (i.e., tran-
sient phase shifts occur during each cycle of resetting),
the threshold model of inhibition leads to an immedi~
ate resetting. This can explain differences in resetting
between the “soft” Drosophila resetting behavior (Zim-
merman et al., 1968) and the “hard” (immediate) reset-
ting observed in N. crassa (Lakin-Thomas et al., 1990).
In fact, the per-mRNA and PER-protein oscillations are
consistent with the Hill-type inhibition, as indicated
by the phase difference between minimum per-mRNA
and PER-protein (Zeng et al., 1994).

Occam’s Razor: On the Importance
of Minimal Models

The Goodwin model (Fig. 2) has to be considered as
a minimal model, that is, it is considered to contain
only the most important elements of the circadian
clock. Models with similar dynamics as the Goodwin
oscillator have been described by Christensen et al.
(1984), Lewis (1994), and Olde Scheper et al. (1999). In
the 2-variable model by Olde Scheper et al. (1999), the
unrealistic high Hill coefficient in the inhibition term
of the original Goodwin oscillator was reduced from 9
to 2; however, this was done at the expense of an
increased reaction order in the protein synthesis
process.

More detailed oscillator models for the Drosophila
clock based on a negative feedback have recently been
described by Leloup and Goldbeter (1997, 1998) and
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Hong and Tyson (1997). These models emphasize the
importance of phosphorylation reactions or the entry
kinetics of the PER protein into the nucleus.

One should be aware, however, that as the number
- of adjustable parameters increases in amodel, the gen-
eral performance to describe certain experimental
data sets may increase, but the predictive power may
still be low. It appears important, therefore, that the
development or refinement of a model is aimed at
finding experimentally testable numerical values of
parameters—preferably in relation to a minimum
model. What is a minimum model? Minimum models
are the remains of Occam’s razor:' Amodel should not
increase beyond what is necessary; that is, the number
of adjustable parameters should not increase beyond
what is required to explain something, and no more
assumptions should be made than are minimally
needed. The practical problem of applying Occam’s
razor is to decide which of the considered (or estab-
lished) processes are necessary and which are not.
This may not be an easy task, as it requires a priori

knowledge about the clock mechanism itself. Never--

theless, minimal models are important, because they
serve as “nuclei” in the construction of more detailed
models.

While this paper was in press, site directed muta-
genesis experiments by Liu, Loros, and Dunlap show
that phosphorylation of the Neurospora clock protein
determines its turnover rate and the period length of the
circadian clock. Interestingly, mutation at Ser 513 leads

“to a dramatic reduction of the rate of FRQ degradation
and to a very long (31 h) period (to appear in Proc Natl
Acad Sci USA; J. Dunlap, personal communication).

NOTE

1. “Plurality is not to be assumed without necessity.” Wil-
liam of Occam, c. 1285, d.c. 1349.
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