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ABSTRACT. The aim of this paper is to construct hybrid flux vector splitting (FVS) and flux-difference splitting (FDS) schemes for a commonly used two-fluid model consisting of two separate momentum equations. This is done by refining ideas previously applied to develop hybrid FVS/FDS schemes for a simpler two-phase model consisting of a mixture momentum equation (2002, J. Comput. Phys. 175, 674–701). More specifically, we seek to construct upwind type of schemes which are not based on calculations of the full eigensstructure of Jacobi matrices as needed by approximate Riemann solvers like the Roe scheme. Based on a crude approximation of the eigensstructure of the model, we derive schemes of the van Leer and FVS type. We demonstrate that these schemes possess desirable stability properties, but are excessively diffusive. By adapting ideas originally suggested by Wada and Isaac (1997, SIAM J. Sci. Comput., 18, 633–657) for the Euler equations, we suggest a mechanism for removing numerical dissipation. We present numerical simulations where we compare the performance of the resulting schemes with that of the Roe scheme, and by that shed light on the issues of accuracy, efficiency, and robustness of the proposed schemes. Particularly, we consider the classical water faucet problem as well as a still separation problem which locally involves transition from two-phase to single phase flow. Results from these test cases show that we are able to construct hybrid FVS/FDS schemes which properly combine the accuracy of FDS in the resolution of sharp mass fronts and the robustness of FVS which ensures stability under stiff conditions.
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1. Introduction

Accurate resolution of the dynamics related to two-phase flow phenomena is of high importance, for instance, to the oil industry. Among several two-phase flow models there are two fundamentally different formulations of the macroscopic field equations for the two-phase flow system; namely the two-fluid model and the mixture model [30]. Here we focus on the two-fluid model. This is considered to give the most general and detailed description of transient two-phase flows. In the two-fluid model each phase is treated separately in terms of two sets of conservation equations; one for each phase. The interaction terms between the two phases appear in the basic equations as transfer terms across the interfaces (source terms).

It seems that many authors agree on the basic form of the two-fluid model, see for instance [5]. However, due to the lack of some physical properties as well as the the appearance of complex eigenvalues (loss of hyperbolicity), the derivation and inclusion of additional terms in the two-fluid model has been widely studied. In this work we consider a common variant of the two-fluid model. Our main concern is to develop simple schemes whose numerical dissipation mechanism allows for producing stable and accurate predictions of two-phase flow phenomena relevant for the oil industry. A main issue is then accurate resolution of sharp mass fronts as well as stable and accurate calculations of flows where one of the two phases may disappear locally. More precisely,
following [6], we have: If \( U \) denotes the vector of unknowns, the equations for the averaged two-fluid flow model are given by the system

\[
\partial_t U + \partial_x f(U) + G(U)\partial_x U + \partial_x D(U, \partial_x U) = S(U).
\]

Hence, the evolution of \( U \) is governed by convection, diffusion, and source terms. To a large extent the issue of accurate and stable approximation of typical mass transport problems is tightly connected to the convective part of the model, consequently, we focus on the first order variant of the above system given by

\[
\partial_t U + \partial_x f(U) + G(U)\partial_x U = 0.
\]

In particular, we do not discuss how to incorporate source terms and diffusion terms in the numerical schemes. However, an essential ingredient in the construction of numerical schemes for the two-fluid model, from our point of view, is that they should naturally allow for incorporation of more terms without changing the basic solution method. In this respect, we follow along the same line as Coquel et al [5]. Another important aspect is that the numerical algorithms we study naturally can be used together with more complex equation of states (EOS).

Due to the wide range of fundamental and industrial applications of the two-fluid models, there has been a long-time interest in the development of efficient numerical algorithms for solving these models. The first computer models like CATHARE [2] were originally used to describe steam and water flow in nuclear reactors. It was based on pure advective upwinding, using a staggered grid together with implicit time integration to achieve stability. This approach was later adopted by the oil industry, resulting in computer codes like OLGA [3] and the more recently developed PeTra [14]. These schemes are known to be robust, but diffusive, and front-tracking methods have been incorporated to accurately resolve liquid slugs. In addition, they are not considered as being well suited for complex geometries.

The last decade, various upwind type of schemes have been proposed for solving two-phase flow models, mixture models as well as two-fluid models. Many of these schemes, often categorized as flux difference splitting (FDS) schemes, are based on suitable modifications of classical upwind schemes like Godunov-type schemes (Osher [22], Harten et al [12]) and Roe-type schemes (Roe [25, 26]). Such schemes are accurate and robust, however they tend to be time consuming due to the need for repeated calculation of the Jacobian of the system with respect to the conservative variables. Examples of such upwind schemes for two-phase flow models include implementations of the Roe scheme by Tourni et al [33, 32, 6], Romate [27], Tiselj and Petelin [31], Fjelde and Karlsen [11]. A rough Godunov scheme was implemented by Masella et al [19]. Coquel et al [5] studied kinetic upwind schemes, which do not make use of the eigenstructure, for the approximation of a general two-fluid model. They also demonstrated that these schemes can handle phase separation where fronts propagate and one of the two phases disappears locally.

Simpler schemes of the FVS type are based on dividing the numerical flux function \( F \) into positive and negative parts

\[
F(U) = F^-(U) + F^+(U).
\]

The numerical flux at the cell interface \( j + 1/2 \) is now given as

\[
F_{j+1/2}(U_j, U_{j+1}) = F^+(U_j) + F^-(U_{j+1}).
\]

FDS is based on matrix calculations, while FVS is based on scalar calculations. Consequently, FVS is more efficient than FDS, however at the price of introducing excessive numerical dissipation. During the last years a lot of research has been done for the Euler equations motivated by the desire to combine the efficiency of FVS and the accuracy of FDS. These schemes are not FVS anymore since their numerical flux typically no longer can be expressed in the splitting form (2). They are a hybrid of FVS and FDS. We refer to the works of Liou et al [18, 17, 35, 7] for more background on these methods, commonly denoted as Advection Upstream Splitting Methods (AUSM).

Recently, some of these ideas have been adapted to two-phase flow models. Here we mention the works of Niu [20] and Edwards et al [8]. Niu explored hybrid flux-type flux splitting schemes for a multicomponent flow model whereas Edwards et al. studied a homogeneous equilibrium two-phase model with phase transitions. Characteristic for these models is that they are very similar to the Euler systems in structure and mathematical character. Evje and Fjelde [9, 10] considered
a simplified isothermal two-phase model consisting of separate mass conservation equations and a mixture momentum equation. This model is more difficult to solve since no analytical expression for the Jacobian is available. This is due to the fact that the model has to be supplemented with a more or less complicated slip relation leading to unequal fluid velocities. In [9, 10] a rough estimate of the sound velocity of the two-phase model was employed in the construction of hybrid FVS/FDS schemes. Basically, it was found that the corresponding rough AUSM scheme was suitable for simulating typical mass transport flow cases relevant for the oil industry. The scheme gave accurate and non-oscillatory resolution of mass fronts (comparable with Roe scheme), also for flows where more general slip relations were used. In particular, it was demonstrated that the AUSM scheme possesses a positivity-preserving property which ensures that it is well suited for handling the case where one of the two phases may disappear locally. It was also observed that by introducing a hybrid FVS/FDS scheme denoted as AUSMV, which combines AUSM and FVS in an appropriate way, we obtained results comparable with the Roe scheme in the resolution of rapid pressure waves generated by this two-phase model.

In this paper we consider a two-fluid model which possesses one momentum conservation equation for each phase. The model represents added complications in several ways.

- Motions of the two phases are no longer coupled in the same way as for the drift-flux model considered in [9, 10] leading to flows with highly unequal phasic velocities.
- The two-fluid model involves non-conservative terms (the term \( G(U) \partial_t U \) in (1)) which must be handled in a consistent manner by the numerical discretization.
- The two slowest eigenvalues are approximately equal and the model is very close to being parabolic. Indeed, additional terms must be added to the model to maintain hyperbolicity, i.e. avoid complex eigenvalues.

An extension of the AUSM\(^+\) scheme for the Euler equations [17] was investigated by Paillére et al. [23] for this model. They based their approach on treating the model basically as two separate Euler models coupled through the pressure. They demonstrated that by including a pressure diffusion term, they were able to obtain stable and accurate solutions to several mass transport problems involving a local transition from two-phase to single-phase flow.

In the present work we follow the approach of [9, 10] and base the hybrid FVS/FDS schemes on a crude approximation of the eigenstructure of the model. First, we derive schemes of the van Leer and FVS type. We demonstrate that these schemes possess desirable stability properties, but are excessively diffusive. By adapting ideas originally suggested by Wada and Lien [35] for the Euler equations, we suggest a mechanism for removing numerical dissipation. This leads to a hybrid FVS/FDS schemes which will be denoted as AUSMV and AUSMD, which is in accordance with the notation used in [35, 9]. In particular, we demonstrate:

- The AUSMD scheme is comparable with the Roe scheme for the classical water faucet problem [24] with respect to accuracy in the resolution of the discontinuity of the gas volume fraction. The AUSMV scheme is more diffusive than AUSMD.
- By introducing a slight modification of AUSMV, which ensures that the corresponding numerical flux coincides with that of the FVS scheme locally in the transition zone where the flow changes from two-phase to single-phase, this scheme produces stable and non-oscillatory solutions for the stiff separation problem considered in [5]. The AUSMD scheme is much less diffusive than AUSMV in the approximation of sharp mass fronts. This motivates us to construct a hybrid of AUSMV and AUSMD, denoted as AUSMDV, which produces excellent results for this stiff test case, when it is compared with an approximate analytical solution. The Roe scheme is not able to produce stable solutions for this problem due to the change from two-phase to single-phase flow.
- The hybrid FVS/FDS schemes presented here do not give non-oscillatory approximations of all waves for typical shock tube problems. However, it is observed that AUSMV converges to the same solution as the Roe scheme as the discretization parameters are taken to zero.
In view of the applications we have in mind, the important observation made in this work is that AUSMV/D give non-oscillatory, stable, and accurate approximations for typical mass transport problems, even when transition from two-phase to single-phase flow appears locally.

Finally, we would like to mention that Saurel and Abgrall [28] have suggested a non-conservative, unconditionally hyperbolic two-fluid model. Their model involves a separate pressure for each phase and an additional differential equation for the evolution of the volume fraction. A hybrid FVS/FDS scheme for this model has also been proposed by Niu [21].

Our paper is organized as follows: In Section 2, we present the two-fluid model that forms the basis for this work. In Section 3 we discuss some mathematical properties of this model and describe an implementation of a Roe scheme. The various flux-splitting schemes are introduced in Section 4. First, we briefly describe a van Leer scheme and an FVS scheme for the current two fluid model. In particular, we describe a discretization of the non-conservative term that is consistent with how our Roe scheme treats this term. Then we describe how to remove numerical dissipation from the van Leer and the FVS scheme, giving rise to two hybrid FVS/FDS type of schemes denoted as AUSMD and AUSMV, respectively. Section 5 is devoted to numerical experiments whose purpose is to highlight the stability and accuracy properties of the various schemes as observed when they are tested on several well-known flow cases.

2. The Two-Fluid Model

The model we will be concerned with is formulated by stating separate conservation equations for mass and momentum for the two fluids, which we will denote as a gas (g) and a liquid (l) phase. For simplicity we will assume an isentropic model and no energy equation will be taken into account.

We let \( U \) be the vector of conserved variables

\[
U = \begin{bmatrix}
\rho_g \alpha_g \\
\rho_l \alpha_l \\
\rho_g \alpha_g \epsilon_g \\
\rho_l \alpha_l \epsilon_l
\end{bmatrix} = \begin{bmatrix}
u_1 \\
u_2 \\
u_3 \\
u_4
\end{bmatrix}. \tag{3}
\]

The system of equations is given by

- Conservation of mass

\[
\frac{\partial}{\partial t} (\rho_g \alpha_g) + \frac{\partial}{\partial x} (\rho_g \alpha_g v_g) = 0, \tag{4}
\]

\[
\frac{\partial}{\partial t} (\rho_l \alpha_l) + \frac{\partial}{\partial x} (\rho_l \alpha_l v_l) = 0, \tag{5}
\]

- Conservation of momentum

\[
\frac{\partial}{\partial t} (\rho_g \alpha_g \epsilon_g) + \frac{\partial}{\partial x} (\rho_g \alpha_g v_g^2 + (\rho_g - \rho_l) \alpha_l) + \alpha_g \frac{\partial \epsilon_g}{\partial x} = Q_g, \tag{6}
\]

\[
\frac{\partial}{\partial t} (\rho_l \alpha_l \epsilon_l) + \frac{\partial}{\partial x} (\rho_l \alpha_l v_l^2 + (\rho_l - \rho_g) \alpha_g) + \alpha_l \frac{\partial \epsilon_l}{\partial x} = Q_l, \tag{7}
\]

where for phase \( k \) the nomenclature is as follows

\[\rho_k \] density
\[p_k \] pressure
\[v_k \] velocity
\[\alpha_k \] volume fraction
\[\epsilon_k \] pressure at the gas-liquid interface
\[Q_k \] Momentum sources (due to gravity, friction, etc).

We here treat \( Q_k \) as a pure source term, assuming that it does not contain any differential operators. To close the system we use the basic relation

\[\alpha_l + \alpha_g = 1. \tag{8}\]

In addition, appropriate thermodynamical submodels must be specified.
2.1. Thermodynamic Submodels. For phase $k$, we assume the simplified linear thermodynamic relations
\[ \rho_k = \rho_{k,0} + \frac{p_k - p_{k,0}}{a_k^2}. \]  
(9)
The compressibilities are constant, given by
\[ \frac{\partial p_k}{\partial \rho_k} = a_k^2. \]  
(10)
Throughout this work, for the liquid phase we use the parameters
\[ p_{k,0} = 1 \text{ bar} = 10^5 \text{ Pa}, \]
\[ \rho_{k,0} = 1000 \text{ kg/m}^3, \]
and
\[ a_1 = 10^3 \text{ m/s}. \]
For the gas phase we set
\[ p_{k,0} = 0, \]
\[ \rho_{k,0} = 0, \]
and
\[ a_g^2 = 10^7 (\text{m/s})^2. \]
This constitutes a rough model of the behaviour of air and water.

2.2. Interface pressure modelling. The pressure corrections $p_k - p_{k}^\prime$ represent effects such as hydrostatics or surface tension and can affect the low wavelength dynamics of the system. We recall the well-known fact that the simplest assumption of equal pressure, $p_k = p$ and $p_k = p_{k}^\prime$, will lead to a non-hyperbolic model whose applicability is questionable [29, 30].

For a description of some common pressure correction models we refer to the work of Cortes et al [6] and the references therein. For the purposes of this paper we will assume the equality of the Phasic pressures, $p = p_k = p$, as well as $p = p_{k}^\prime = p_{k}^\prime$. In this respect we follow in the footsteps of [6, 23].

For the interface pressure $p_i$ we choose the simple model
\[ \Delta p = p - p_i = \frac{\alpha_g}{\alpha_l + \alpha_g} (v - v_i)^2, \]  
(11)
using $\delta = 1, 2$. This choice ensures that the system is hyperbolic if the relative velocity $v - v_i$ does not approach the sound velocity of the mixture. This assertion will be justified in Section 3.1 to follow.

We remark that the expression (11) is based on mathematical considerations and has little physical justification. However, a similar approach for achieving hyperbolicity was used for the CATHARE code [4], see also [6]. Pailière et al [23] also based their investigations on this approach. Consistency with these previous works is our main motivation for choosing the model (11). We emphasize that we believe that the numerical techniques outlined in this paper are extensible to handle more general pressure correction models.

The assumption of equal pressure $p = p_k = p$ allows us to write the volume fraction equation (8) in terms of the conserved variables as
\[ \frac{u_1}{\rho_k(p)} + \frac{u_2}{\rho(p)} = 1, \]  
(12)
yielding the relation $p = p(u_1, u_2)$. 

3. Eigenstructure and an Approximate Riemann Solver

3.1. Eigenstructure of the Model. Writing the system in quasilinear form

\[ \frac{\partial U}{\partial t} + A(U) \frac{\partial U}{\partial x} = Q(U), \]  

(13)

the Jacobian matrix \( A \) can be found to be

\[ A(U) = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \kappa (\rho \alpha_1 + \Delta \rho \alpha_1 \frac{\partial \rho}{\partial p}) - \nu_1^2 & \kappa (\rho \alpha_2 - \Delta \rho \alpha_2 \frac{\partial \rho}{\partial p}) - \nu_2^2 & 2 \nu_2 & 0 \\ \kappa (\rho \alpha_1 - \Delta \rho \alpha_1 \frac{\partial \rho}{\partial p}) & \kappa (\rho \alpha_2 + \Delta \rho \alpha_2 \frac{\partial \rho}{\partial p}) - \nu_1^2 & 0 & 2 \nu_1 \end{bmatrix} \]  

(14)

where

\[ \kappa = \frac{1}{\frac{\partial \rho}{\partial p} \alpha_1 \rho_1 + \frac{\partial \rho}{\partial p} \alpha_2 \rho_1} \]  

(15)

The eigenvalues of the matrix \( A \) are the roots of the polynomial equation

\[ \left[ \kappa \left( \rho \alpha_1 + \Delta \rho \alpha_1 \frac{\partial \rho}{\partial p} \right) - (\lambda - \nu_1)^2 \right] \left[ \kappa \left( \rho \alpha_2 + \Delta \rho \alpha_2 \frac{\partial \rho}{\partial p} \right) - (\lambda - \nu_1)^2 \right] \]  

- \kappa^2 \left( \rho \alpha_1 - \Delta \rho \alpha_1 \frac{\partial \rho}{\partial p} \right) \left( \rho \alpha_1 - \Delta \rho \alpha_1 \frac{\partial \rho}{\partial p} \right) \equiv 0. \]  

(16)

These eigenvalues correspond to the wave velocities of the four eigenmodes of the model.

3.1.1. A perturbation method. Solving the equation (16) exactly leads to highly complicated expressions and is not a practical approach. Instead we adopt a technique suggested by Touni and Kumbaro [33], who obtained approximate eigenvalues for a two-fluid model with a virtual mass force term. In the following we use this technique to derive approximate eigenvalues for the current model involving the interface pressure correction term (11).

We introduce the perturbation parameter \( \varepsilon \) given by

\[ \varepsilon = \frac{\nu_k - \nu_1}{c (1 + k)}, \]  

(17)

where \( k \) is defined as

\[ k = \frac{\rho g \alpha_1}{\rho \alpha_2}, \]  

and \( c \) is an approximate mixture sound velocity given by

\[ c = \sqrt{\frac{\rho \alpha_1 + \rho g \alpha_1}{\rho \alpha_2 + \rho g \alpha_1}} = \sqrt{(\rho \alpha_2 + \rho g \alpha_1) \kappa}. \]  

(18)

We further write \( \Delta p \) as

\[ \frac{\Delta p}{\rho_1} \frac{\partial \rho_1}{\partial p} = \mathcal{P} \varepsilon^2. \]  

We also introduce the new variables

\[ \tilde{\alpha} = \frac{\alpha_1}{\alpha_2}, \quad \mu = \frac{\partial \rho_1}{\partial p} \frac{\partial \rho_2}{\partial p}, \quad z = \kappa \rho \alpha_1. \]  

In particular, by using (18) we obtain the relation

\[ 1 + k = \frac{\varepsilon^2}{z}. \]  

(19)

The eigenvalue equation (16) can now be written as

\[ [z (1 + \mu \mathcal{P} \varepsilon^2) - (\lambda - \nu_1)^2] \left[ k (1 + \mu \mathcal{P} \varepsilon^2) - (\lambda - \nu_1)^2 \right] \]  

\[ - \mu \mathcal{P} \varepsilon^2 \left( k - \tilde{\alpha} \mathcal{P} \varepsilon^2 \right) \left( 1 - \mu \mathcal{P} \varepsilon^2 \right) \equiv 0. \]  

(20)

Writing the eigenvalue as

\[ \lambda = \nu_1 + \alpha \tilde{c} \]
and invoking (19) and (17) yields the two relations

\[
\frac{(\lambda - v_3)^2}{z} = \frac{a^2 c^2}{z} = a^2 (1 + k) \\
\frac{(\lambda - v_3)^2}{z} = \left( \frac{(\lambda - v_3)}{c} - \frac{c^2}{z} \right)^2 (1 + k) (a - \varepsilon (1 + k))^2.
\]

Combining these with (20) yields the following equation for \( \alpha \)

\[
\left[ 1 + \mu \alpha \mathcal{P} \varepsilon^2 - (1 + k) (a - \varepsilon (1 + k))^2 \right] \left[ k + \mathcal{P} \varepsilon^2 - (1 + k) a^2 \right] \\
= (k - \bar{\alpha} \mathcal{P} \varepsilon^2) \left( 1 - \mu \mathcal{P} \varepsilon^2 \right).
\]

A power series expansion yields

\[
\alpha(\varepsilon, \mathcal{P}, k, \mu, \bar{\alpha}) = \sum_n \beta_n(k, \mu, \bar{\alpha}, \mathcal{P}) \varepsilon^n.
\]

Inserting (22) into (21) and solving for the coefficients \( \beta_n \) we obtain:

**E1: Downstream Pressure Wave**
- \( \beta_0 = 1 \)
- \( \beta_1 = 1 \)
- \( \beta_2 = \frac{3k}{2} + \frac{(k - \alpha)(1 + \alpha) \mathcal{P}}{2(1 + k)^2} \)

**E2: Upstream Pressure Wave**
- \( \beta_0 = -1 \)
- \( \beta_1 = 1 \)
- \( \beta_2 = -\frac{3k}{2} - \frac{(k - \alpha)(1 - \mu) \mathcal{P}}{2(1 + k)^2} \)

**E3: Downstream Void Wave**
- \( \beta_0 = 0 \)
- \( \beta_1 = k + g \)
- \( \beta_2 = 0 \)

**E4: Upstream Void Wave**
- \( \beta_0 = 0 \)
- \( \beta_1 = k - g \)
- \( \beta_2 = 0 \)

where we have used the shorthand

\[
g = \sqrt{\frac{(1 + k)(1 + \bar{\alpha}) \mathcal{P}}{(1 + k)^2} - k}.
\]

3.1.2. Approximate Eigenvalues. We write the eigenvalues corresponding to pressure waves as

\[
\lambda^p = \rho^p \pm c,
\]

whereas the eigenvalues corresponding to volume fraction waves are written as

\[
\lambda^v = \rho^v \pm \gamma.
\]

By the results in Section 3.1.1, we obtain the approximations

\[
\rho^p = \gamma \rho g (\alpha_1 + \rho \alpha g) + c \mathcal{O}(\varepsilon^3),
\]

\[
\rho^v = \gamma \rho g (\alpha_1 + \rho \alpha g) + c \mathcal{O}(\varepsilon^3),
\]

\[
c = \bar{c} (1 + \mathcal{O}(\varepsilon^2)),
\]

\[
\gamma = \frac{\Delta \rho (\rho g \alpha_1 + \rho \alpha g) - \rho g \rho g \alpha g (\rho g \alpha_1 - \alpha_1)^2}{(\rho g \alpha_1 + \rho \alpha g)^2} + c \mathcal{O}(\varepsilon^3),
\]

where \( \bar{c} \) is given by (18).
From (28) we see that the use of \( \tilde{c} \) as an approximate sound velocity is justified, while (29) clearly demonstrates that a zero pressure correction \( (\Delta p = 0) \) will render the model nonhyperbolic with complex eigenvalues. Note that the expression (11) with \( \delta = 1 \) corresponds exactly to \( \gamma = 0 \). For \( \delta > 1 \) we obtain \( \gamma > 0 \), whereas for \( \delta < 1 \) the parameter \( \gamma \) becomes imaginary. We remark that the analysis does not guarantee hyperbolicity if the higher order terms in \( \varepsilon \) become significant, i.e. if \( \varepsilon \approx 1 \).

Remark 1. To zeroth order in \( \varepsilon \), i.e. the limit \( v_k = v_1 = v \), we have that

\[
\lambda^0 = v \pm \tilde{c}
\]

and

\[
\lambda^0 = v,
\]

where \( \lambda^0 \) now becomes a degenerate eigenvalue. It can be shown that the characteristic field corresponding to \( \lambda^0 \) has the properties of a linearly degenerate field as long as this limit holds. Consequently the eigenstructure of the equations, in this limit, becomes similar to the structure of the Euler equations [16]. This approximation will form the basis for our extension of numerical schemes for the Euler equations to the current two-fluid model, as will be described in Section 4.

3.2. Treatment of Non-Conservative Integrals. In this section we deal with the mathematical difficulties associated with the non-conservative terms in the momentum equations on the form

\[
\alpha_k \frac{\partial p_k}{\partial x_t}.
\]

The equations (6) and (7) are perfectly valid for smooth flows where the derivatives exist. However, in the presence of discontinuities the differential formulation breaks down and the equations must be replaced with corresponding integral equations. For conservative systems, the corresponding integrals are well-defined, but this is unfortunately not the case for non-conservative systems.

In this paper we treat this issue largely following the approach of Toumi and Kumbaro [33]. We consider a discontinuity separating two states \( (U^L, U^R) \) where \( \alpha_k^L \neq \alpha_k^R \) and \( p_k^L \neq p_k^R \). The integral of (32) across this discontinuity is

\[
\int_{U^L}^{U^R} \alpha_k \frac{\partial p_k}{\partial x_t} ds,
\]

where \( s(U) \) is a path linking the states \( U^L \) and \( U^R \). This integral is path-dependent, and additional physical assumptions must be made to single out a unique path that will define the “correct” mathematical solution.

Toumi and Kumbaro [33] suggested writing (33) as

\[
\int_{U^L}^{U^R} \alpha_k \frac{\partial p_k}{\partial x_t} ds = \tilde{\alpha} \left( \alpha_k^L, \alpha_k^R \right) \left( p_k^R - p_k^L \right),
\]

defining the path \( s \) indirectly through the choice of an averaging function \( \tilde{\alpha}(\alpha_k^L, \alpha_k^R) \). For the case of incompressible liquid phase, they derived the harmonic average

\[
\tilde{\alpha}(\alpha_k^L, \alpha_k^R) = \frac{2\alpha_k^L \alpha_k^R}{\alpha_k^L + \alpha_k^R},
\]

by showing that the resulting non-conservative system has an equivalent conservative formulation.

Unfortunately this result relies heavily on the non-compressibility of the liquid phase, and is not valid for the more general case where both phases are compressible. With no a priori difference between the gas and liquid phase, the basic equations (4)–(7) are symmetric under the interchange of phase labels. Hence we insist that the averaging function \( \tilde{\alpha}(\alpha_k^L, \alpha_k^R) \) must possess the same kind of phase symmetry, which we express as

\[
\tilde{\alpha}(\alpha_k^L, \alpha_k^R) = 1 - \tilde{\alpha}(1 - \alpha_k^L, 1 - \alpha_k^R).
\]
Note that the harmonic average (35) does not satisfy the requirement (36). The arithmetic average, however, does satisfy (36). Consequently, for the purposes of this paper, we propose to use the averaging function

$$\tilde{\alpha}(\alpha_k^L, \alpha_k^R) = \frac{1}{2}(\alpha_k^L + \alpha_k^R)$$

(37)

to define the non-conservative integrals of the form (34).

We emphasize that this choice is only one of many that satisfy the symmetry requirement (36). Here we do not wish to advocate a particular strategy for dealing with the non-conservative term. Our concern is to ensure that the numerical schemes we investigate are mutually consistent in their treatment of the non-conservative integrals, making sure that the same momentum change is induced by a discontinuity in pressure and volume fraction. We stress that the hybrid flux-splitting schemes we develop in Section 4 are derived without making any assumptions of the particular functional form of $\tilde{\alpha}(\alpha_k^L, \alpha_k^R)$, and are trivially extensible to other choices of averaging functions.

3.3. Derivation of an Approximate Linearized Riemann Solver. We are now in a position to derive a Roe scheme in the weak sense of Tourni and Kumbaro [33], where the Roe matrix $A$ satisfies the following conditions

R1: $A(U_1, U_2)(U_2 - U_1) = \Delta F(U_1, U_2)$

R2: $A(U_1, U_2)$ is diagonalizable with real eigenvalues

R3: $A(U_1, U_2) \rightarrow A(U)$ smoothly as $U_1, U_2 \rightarrow U$.

Here

$$\Delta F(U_1, U_2) = \begin{bmatrix} \{\rho_k \alpha_k \nu_k\} \\ \{\rho_k \alpha_k \nu_k^2\} + \{\alpha_k \Delta p\} + \tilde{\alpha}_k \{p - \Delta p\} \\ \{\rho_k \alpha_k \nu_k^2\} + \{\alpha_k \Delta p\} + \tilde{\alpha}_1 \{p - \Delta p\} \end{bmatrix}$$

(38)

and $\{x\}$ denotes the operation

$$\{x\} = x_2 - x_1.$$

Moreover, $\tilde{\alpha}$ is given by (37) and $A$ is the matrix (14).

We now wish to obtain an average state $\tilde{U}(U_1, U_2)$ having the property that $\tilde{A}(U_1, U_2) = A(\tilde{U})$ satisfies the conditions R1-R3. The condition R1 gives rise to a set of coupled algebraic equations for $\tilde{U}$ which may be solved to yield the result

$$\tilde{\nu} = \frac{\nu_1 \sqrt{(\rho_1 \alpha_1)} + \nu_2 \sqrt{(\rho_2 \alpha_2)}}{\sqrt{(\rho_1 \alpha_1)} + \sqrt{(\rho_2 \alpha_2)}},$$

$$\tilde{\alpha} = \frac{1}{2}(\alpha_1 + \alpha_2),$$

and

$$\tilde{\rho} = \frac{1}{2}(\rho_1 + \rho_2)$$

for each phase. We treat the pressure correction as an independent variable that is averaged as

$$\tilde{\Delta p} = \frac{1}{2}(\Delta p_1 + \Delta p_2).$$

We assume constant compressibilities as described in Section 2.1. We may now easily check that the matrix

$$A(U_1, U_2) = A(\tilde{U})$$

satisfies the weak Roe conditions R1-R3 when $\tilde{U}$ is in the hyperbolic region.
3.3.1. Numerical algorithm. Letting \( \mathbf{A} \) be diagonalized as
\[
\mathbf{A} = \mathbf{R} \mathbf{A}_+ \mathbf{R}^{-1},
\]
we write
\[
\mathbf{A}^\pm = \mathbf{R} \mathbf{A}_\pm^\pm \mathbf{R}^{-1},
\]
where
\[
\mathbf{A}_\pm^\pm = \text{diag}(\lambda_\pm, \lambda_\pm^\pm, \lambda_\pm^\pm, \lambda_\pm^\pm),
\]
with
\[
\lambda_\pm^\pm = \max(0, \lambda_\pm), \quad \lambda_\pm^\pm = \min(0, \lambda_\pm).
\]
We now can write the scheme in the nonconservative form as
\[
\mathbf{U}_{j+1}^{n+1} = \mathbf{U}_j^n - \frac{\Delta t}{\Delta x} \left( \mathbf{F}^- (\mathbf{U}_j^n, \mathbf{U}_{j+1}^n) + \mathbf{F}^+ (\mathbf{U}_{j-1}^n, \mathbf{U}_j^n) + \mathbf{Q}_j^n \Delta t \right), \quad (39)
\]
where
\[
\mathbf{F}^\pm (\mathbf{U}_j, \mathbf{U}_{j+1}) = \mathbf{A}_\pm^\pm \mathbf{A}_j^{1/2} (\mathbf{U}_{j+1} - \mathbf{U}_j). \quad (40)
\]
The numerical results produced by the Roe scheme, presented in Section 5, were obtained using a numerical algorithm to compute the eigenstructure of the Roe matrix.

4. Hybrid Flux-Splitting Schemes

We will now describe an FVS and a van Leer scheme for the above two-fluid model, by adapting the schemes considered by Wada and Liu \cite{35} for single-phase flow. In doing so we will closely follow the approach that was previously used in \cite{9} for a certain two-phase mixture model. Only the discretization of the non-conservative pressure term requires some special treatment, which will be discussed in more detail in Section 4.3.

We recall that for FVS the flux is split into upstream and downstream components as
\[
\mathbf{F}(\mathbf{U}) = \mathbf{F}^+(\mathbf{U}) + \mathbf{F}^-(\mathbf{U}).
\]
The numerical flux at the interface \( j + 1/2 \) is given as
\[
\mathbf{F}_{j+1/2} (\mathbf{U}_L, \mathbf{U}_R) = \mathbf{F}^+(\mathbf{U}_L) + \mathbf{F}^-(\mathbf{U}_R). \quad (41)
\]
The van Leer scheme is slightly different from the FVS scheme since it introduces an upwind principle in the discretization of the momentum convective flux terms.

In the following we will find it convenient to split the fluxes into convective and pressure parts and deal with each term separately. We write the system (4)–(7) as follows
\[
\frac{\partial \mathbf{U}}{\partial t} + \frac{\partial \mathbf{F}_c}{\partial x} + \frac{\partial \mathbf{F}_p}{\partial x} + \mathbf{H} \frac{\partial p}{\partial x} = \mathbf{Q}, \quad (42)
\]
where
\[
\mathbf{Q} = \left[ \begin{array}{c} 0 \\ 0 \\ 0 \\ Q_p \\ Q_b \end{array} \right], \quad \mathbf{H} = \left[ \begin{array}{c} 0 \\ 0 \\ 0 \\ \alpha_b \Delta p \\ \alpha_l \end{array} \right], \quad \mathbf{F}_p = \left[ \begin{array}{c} 0 \\ 0 \\ \alpha_b \Delta p \\ \alpha_l \end{array} \right] \quad \text{and} \quad \mathbf{F}_c = \left[ \begin{array}{c} \rho \alpha_b^2 c_b^2 \\ \rho \alpha_l^2 c_p^2 \\ \rho \alpha_b^2 c_b^2 \\ \rho \alpha_l^2 c_p^2 \end{array} \right].
\]

We now consider discrete schemes on the form
\[
\frac{\mathbf{U}_j^n + \mathbf{U}_j^{n+1}}{\Delta t} + \frac{\mathbf{F}_c[j+1/2] - \mathbf{F}_c[j-1/2]}{\Delta x} + \frac{\mathbf{F}_p[j+1/2] - \mathbf{F}_p[j-1/2]}{\Delta x} + \left( \mathbf{H} \frac{\partial p}{\partial x} \right)_j^n = \mathbf{Q}_j^n. \quad (43)
\]
4.1. Definition of Numerical Convective Flux $[\mathbf{F}_c]_{j+1/2}$. A main feature of the splitting of the convective fluxes is the introduction of a local “convective” speed which will be defined such that the effects of sonic waves are included. That is, we define a splitting of the velocity $v$ as

$$v = V^+(v, c) + V^-(v, c).$$

This splitting should satisfy a set of natural requirements as given by Lioi [17]. We restate these requirements as

**Assumption 1.** Let the split velocity functions $V^\pm$ be chosen such that they satisfy the following requirements:

- **V1:** Consistency. $V^+(v, c) + V^-(v, c) = v$.
- **V2:** Symmetry. $V^+(v, c) = -V^-(v, c)$.
- **V3:** Left upwinding. $V^+(v, c) = v$ for $v \geq c$.
- **V4:** Right upwinding. $V^-(v, c) = v$ for $v \leq -c$.
- **V5:** Differentiability. $V^\pm$ are continuously differentiable.
- **V6:** Positivity. $V^+(v, c) \geq 0$ and $V^-(v, c) \leq 0$.
- **V7:** Monotonicity. $V^\pm$ are monotone increasing functions of $v$.

We note that for our model, the limits $v_i = \pm c$ do not generally correspond to sonic points where all eigenvalues become of the same sign. However, this correspondence is achieved in the limit $\varepsilon = 0$ where the eigenvalues (30) become valid approximations. We therefore propose to introduce the approximate eigenvalues (30) as basis polynomials for the splitting formulas, as stated in Remark 1. We remark that practical applications of the two-fluid model deal mainly with the low Mach number domain, and this approximation seems to work well in practice.

We then arrive at a direct generalization of the splitting formulas for the Euler equations

$$V^\pm(v, c) = \begin{cases} \frac{1}{2}(v \pm c)^2 & \text{if } |v| \leq c \\ \frac{1}{2}(v \pm |v|) & \text{otherwise.} \end{cases}$$

(45)

Following the standard set by earlier works [35, 9] we choose a common sound velocity

$$c_{j+1/2} = \max(c_j, c_{j+1})$$

(46)

at the cell interface. The concept of a common velocity of sound will later allow us to modify the schemes to remove numerical dissipation at moving discontinuities associated with the volume fraction waves. This will be described in Section 4.4.

We are now in a position to define the numerical convective fluxes for our model.

1. **Mass Flux.** We let the numerical mass flux $(\rho c v)_{j+1/2}$ be given as

$$\mathbf{(\rho c v)}_{j+1/2} = (\rho c)_j V^+(v_j, c_{j+1/2}) + (\rho c)_{j+1} V^-(v_{j+1}, c_{j+1/2})$$

(47)

for each phase.

2. **Momentum Flux.** We let the numerical convective momentum flux $(\rho c v^2)_{j+1/2}$ be given as

- **FVS:**

  $$(\rho c v^2)_{j+1/2} = V^+(v_j, c_{j+1/2})(\rho c v)_j + V^-(v_{j+1}, c_{j+1/2})(\rho c v)_{j+1}$$

(48)

- **van Leer:**

  $$(\rho c v^2)_{j+1/2} = \begin{cases} (\rho c v)_{j+1/2} v_j & \text{if } (\rho c v)_{j+1/2} \geq 0 \\ (\rho c v)_{j+1/2} v_{j+1} & \text{otherwise} \end{cases}$$

(49)

or equivalently

$$(\rho c v^2)_{j+1/2} = \frac{1}{2} |(\rho c v)_{j+1/2}| (v_{j+1} - v_j).$$

(50)

We remark that the momentum flux constitutes the only difference between the FVS and van Leer schemes.
4.2. Definition of Numerical Pressure Flux $[F_p]_{j+1/2}$. Similar to the previous splitting of velocities we introduce a weighting factor $P^\pm(v, c)$ designed to distribute the pressure waves into upstream and downstream travelling components. The weighting factor is normalized by

$$P^+(v, c) + P^-(v, c) = 1.$$  

Following Lien [17], we restate a set of natural requirements on such a weighting factor as follows

**Assumption 2.** Let the split pressure functions $P^\pm$ be chosen such that they satisfy the following requirements:

- P1: Consistency. $P^+(v, c) + P^-(v, c) = 1$.
- P2: Symmetry. $P^+(v, c) = P^-(v, c)$.
- P3: Left upwinding. $P^+(v, c) = 1$ for $v > c$.
- Right upwinding. $P^-(v, c) = 1$ for $v < -c$.
- P4: Differentiability. $P^\pm$ are continuously differentiable.
- P5: Positivity. $P^\pm(v, c) \geq 0$.
- P6: Monotonicity. $P^\pm$ are respectively monotone increasing and decreasing functions of $v$.

Again using the approximate eigenvalue expression (30) we obtain the direct generalization of the splitting for the Euler equations

$$P^\pm(v, c) = V^\pm(v, c) \cdot \left\{ \begin{array}{ll} \frac{1}{2} \left( \pm 2 - \frac{v}{c} \right) & \text{if } |v| \leq c \\ \text{otherwise.} & \end{array} \right. \quad \text{(51)}$$

Using this weighting factor, we split the conservative pressure flux $(\alpha \Delta p)_{j+1/2}$ as follows

$$(\alpha \Delta p)_{j+1/2} = P^+(v_j, c_{j+1/2}) (\alpha \Delta p)_j + P^-(v_{j+1}, c_{j+1/2}) (\alpha \Delta p)_{j+1}. \quad \text{(52)}$$

4.3. The Non-Conservative Term. Now we focus on the non-conservative pressure term of (6) and (7) given by

$$\alpha_k \frac{\partial p^i}{\partial x} = \alpha_k \frac{\partial}{\partial x} (p - \Delta p). \quad \text{(53)}$$

4.3.1. Consistency with non-conservative integrals. We propose discretizing the term (53) as

$$\left[ \frac{\partial p^i}{\partial x} \right]_j = \frac{1}{\Delta x} \left( F_R(U_j, U_{j+1}) - F_L(U_{j-1}, U_j) \right), \quad \text{(54)}$$

where we, as opposed to the conservative case, allow

$$F_L(U_j, U_{j+1}) \neq F_R(U_j, U_{j+1}),$$

subject to the condition

$$F_L(U, U) = F_R(U, U) = 0. \quad \text{(55)}$$

For a moment, let us assume that we have a stationary discontinuity in the pressure and volume fraction variable. We now aim to obtain expressions for $F_L$ and $F_R$ that will induce the "correct" momentum change over the assumed discontinuity in pressure and volume fraction. Correct in the sense that it is consistent with the description in Section 3.2 as expressed through the relations (34) and (37). For simplicity in notation we drop the indices $k$ and $i$ in the following.

Integrating (54) over a box containing only a discontinuity $(U_1, U_2)$ we obtain

$$F_R(U_1, U_2) - F_L(U_1, U_2) = \int_{U_1}^{U_2} \alpha \frac{\partial p}{\partial s} ds = \tilde{\alpha} (\alpha_1, \alpha_2) (p_2 - p_1), \quad \text{(56)}$$

relating the integral and discrete formulation of the model.
4.3.2. An FVS-like splitting. We propose to use an FVS type splitting of the fluxes of the form
\[ F_R(U_1, U_2) = F_R^+(U_1, \bar{\alpha}) + F_R^-(U_2, \bar{\alpha}) \]  
(57)
and
\[ F_L(U_1, U_2) = F_L^+(U_1, \bar{\alpha}) + F_L^-(U_2, \bar{\alpha}). \]  
(58)
Inserting (57) and (58) into (56) we obtain the relation
\[ F_R^+(U_1, \bar{\alpha}) + F_R^-(U_2, \bar{\alpha}) - F_L^+(U_1, \bar{\alpha}) - F_L^-(U_2, \bar{\alpha}) = \bar{\alpha}(\alpha_1, \alpha_2)(p_2 - p_1), \]
which suggests that \( F_R^\pm \) and \( F_L^\pm \) should satisfy the following relations:
\[ F_L^+(U, \bar{\alpha}) - F_L^+(U, \bar{\alpha}) = \bar{\alpha}p, \]
\[ F_L^-(U, \bar{\alpha}) - F_L^-(U, \bar{\alpha}) = -\bar{\alpha}p. \]
In addition, in view of (55), \( F_R^\pm \) and \( F_L^\pm \) should also satisfy
\[ F_R^+(U, \bar{\alpha}) = -F_R^- (U, \bar{\alpha}), \]
\[ F_L^+(U, \bar{\alpha}) = -F_L^- (U, \bar{\alpha}). \]
The following assumption summarizes these concerns and guarantees a treatment of a discontinuity in pressure and volume fraction consistent with the description in Section 3.2.

**Assumption 3.** Let the split nonconservative pressure fluxes \( F_L^\pm \) and \( F_R^\pm \) be chosen such that they satisfy the following requirements:

C1: \( F_R^+(U, \bar{\alpha}) + F_R^-(U, \bar{\alpha}) = 0. \)
C2: \( F_L^+(U, \bar{\alpha}) + F_L^-(U, \bar{\alpha}) = 0. \)
C3: \( F_L^+(U, \bar{\alpha}) + F_R^-(U, \bar{\alpha}) = \bar{\alpha}p. \)

Working within the framework of the pressure splitting functions which were applied in the discretization of the conservative pressure term as described in Section 4.2, some natural candidates for \( F_L^\pm \) and \( F_R^\pm \) are given by
\[ F_L^\pm (U, \bar{\alpha}) = \pm P^+(v, c)\bar{\alpha}p^j \]  
(59)
and
\[ F_R^\pm (U, \bar{\alpha}) = \mp P^-(v, c)\bar{\alpha}p^j, \]  
(60)
where \( p^j = p - \Delta p \) and where we use the same splitting formulas \( P^\pm \) as given by (51). Note that the requirements C1 and C2 are trivially satisfied whereas C3 is a consequence of the property P1 of Assumption 2 possessed by \( P^\pm \). To sum up, we split the non-conservative pressure flux \( \alpha \partial_x p^j \) as follows
\[ \left[ \alpha \frac{\partial p^j}{\partial x} \right]_j = \frac{1}{\Delta x} \left( F_R(U_j, U_{j+1/2}, \bar{\alpha}_{j+1/2}) - F_L(U_{j-1/2}, U_j, \bar{\alpha}_{j-1/2}) \right), \]
(61)
where we have used that \( F_R \) and \( F_L \) are given by (57), (58), (59), and (60) whereas \( \bar{\alpha}_{j+1/2} \) is the average (37) discussed in Section 3.2
\[ \bar{\alpha}_{j+1/2} = \frac{1}{2}(\alpha_j + \alpha_{j+1}). \]  
(62)
Note that the last equality of (61) expresses that the discretization of \( \alpha \partial_x p^j \) on cell \( j \) is formed by using the weights \( \bar{\alpha}_{j-1/2} \) and \( \bar{\alpha}_{j+1/2} \) to defining appropriate averages of \( p \) at cell interface \( j - 1/2 \) as well as \( j+1/2 \), and by that reflects the fact that \( \alpha \) stands left of the differentiation operator. We also observe that the weighting of the discrete pressure values by means of the pressure splitting functions \( P^\pm \) is similar to what we find in the discretization of the conservative pressure term as described by (52).
Remark 2. This straightforward analysis based on consistency with the definition of non-conservative integrals does not take velocities into account. The discontinuity is basically treated as stationary. However, an interesting property of the proposed splitting (61) is that it correctly yields a vanishing contribution for a case of uniform pressure ($p_j = p_{j+1}$) and velocity ($v_j = v_{j+1}$). As remarked in the end of the next section, this property ensures that the resulting schemes obey Abgrall’s principle [1, 28].

4.4. Removal of Numerical Dissipation. It is a well-known fact that the discretization of the FVS and van Leer scheme is excessively diffusive on the slow waves mainly responsible for mass transport, as too much emphasis is put on the sonic waves in the splitting formulas as given by (45). We refer to the previous analysis of the mixture model [9], where the same mass conservation equations are considered whereas a mixture momentum equation is used instead of two separate momentum equations. Consequently, we propose to use a similar mechanism for removing the excessive numerical dissipation as the one employed in [9].

In order to depict the main idea we consider a contact discontinuity given by

$$p_L = p_R = p \quad \alpha_L \neq \alpha_R \quad (v_k)_L = (u)_L = (v_k)_R = (u)_R = v.$$  

Now $\varepsilon = 0$ as defined by (17) and the approximate eigenvalues (30) and (31) become exact. All pressure terms vanish from the model (41)-(47), and it is seen that the solution to this initial value problem is simply that the discontinuity will propagate with a velocity corresponding to the eigenvalue $v$. The exact solution of the riemann problem will then give the numerical mass flux

$$\langle \rho u \rangle_{j+1/2} = \frac{1}{2} \rho(\alpha_L + \alpha_R) v - \frac{1}{2} \rho(\alpha_R - \alpha_L) |v|.$$  

Following Wada and Liu [35] we now let the splitting formulas $V^\pm$ be replaced by a more general pair $V^\pm$ which also involve the eigenvalue $v$ in the polynomial expansion. That is, we write

$$V^\pm(v, \chi) = \left\{ \begin{array}{ll} \chi V^\pm(v, \chi) + (1 - \chi) \frac{v^2}{2} & |v| < c \\ \frac{v^2}{2} & \text{otherwise.} \end{array} \right.$$  

We now restate the following lemma, which is proved in [9].

**Lemma 1.** Let the velocity splittings (65) be used for the numerical mass fluxes (47) where a common velocity of sound $c_{j+1/2}$ is assumed. Then the exact riemann solver flux (64) is recovered for the contact discontinuity given by (63) provided that the parameter $\chi$ of (65) satisfies

$$\chi_{L/R} - \chi_L \alpha_L = 0.$$  

In our previous work [9] on the mixture model, the simple choice

$$\chi_L = \alpha_R, \quad \chi_R = \alpha_L$$

was made. However, we observe that (66) allows for a degree of freedom in the choice of $\chi$ and the choice (67) may not be optimal. In particular numerical investigations show that (67) does not work as well for the two-fluid model as it did for the more strongly coupled mixture model. A refinement of (67) will be presented in the following.

- Scaling. First we wish to recover the FVS flux for the case $U_L = U_R$, to achieve maximum stability for continuous flow. That is, we want $\chi_L = \chi_R = 1$ for $U_L = U_R$. We may achieve this by the following rescaling

$$\chi_L = \frac{2\hat{\chi}_L}{\hat{\chi}_L + \hat{\chi}_R} \quad \text{and} \quad \chi_R = \frac{2\hat{\chi}_R}{\hat{\chi}_L + \hat{\chi}_R} = 2 - \chi_L,$$  

where $\hat{\chi}_L$ and $\hat{\chi}_R$ are functions satisfying (66).
• **Pressure-dependent term.** The analysis leading to Lemma 1 assumes uniform pressure. This means that we are free to introduce a pressure-dependent weighting factor into the expressions $\bar{\chi}_L$ and $\bar{\chi}_R$, writing them on the following form

$$\bar{\chi}_L = \frac{w(p_L)}{\alpha_L}, \quad \bar{\chi}_R = \frac{w(p_R)}{\alpha_R}.$$  \hspace{1cm} (69)

The purpose of the weighting factor $w(p)$ is to stabilize the scheme in the presence of pressure oscillations.

Finding a theoretical basis for the derivation of $w(p)$ is difficult. Wada and Liu [35] suggested the straightforward $w(p) = p$ for the Euler equations. This choice ensures a relative increase in the splitting velocity, and hence in the mass flux, from the cell containing the larger pressure. Other choices that could be considered are $w(p) = 1$ and $w(p) = p/p$. However, for the two-fluid model we consider here, we observed that better results are achieved by the weighting

$$w(p) = \rho(p).$$ \hspace{1cm} (70)

This weighting factor ensures that only compressibility effects, as expressed by density differences across a pressure jump, are taken into account. It is justified by its performance in numerical experiments.

To summarize, we choose the following expressions for $\chi_L$ and $\chi_R$

$$\chi_L = \frac{2(\rho/\alpha)_L}{(\rho/\alpha)_L + (\rho/\alpha)_R}, \quad \chi_R = \frac{2(\rho/\alpha)_R}{(\rho/\alpha)_L + (\rho/\alpha)_R}.$$ \hspace{1cm} (71)

**Definition 1.** Using the terminology of Wada and Liu [35], we will henceforth refer to the FVS scheme modified with the splittings (65) and the choice of $\chi$ described by (71) as the AUSMV scheme. That is, the AUSMV scheme is described by

• **Mass Flux:**

$$\rho u^+_{j+1/2} = \rho u_{j}^+ v_{j}^+ c_{j+1/2} + \rho u_{j}^- v_{j-1}^- c_{j+1/2}.$$ \hspace{1cm} (72)

• **Momentum Flux:**

$$\rho c^+_{j+1/2} = v_{j+1}^+ c_{j+1/2} + v_{j-1}^- c_{j+1/2}.$$ \hspace{1cm} (73)

The pressure terms are discretized as described in Sections 4.2 and 4.3.

**Definition 2.** Similarly, we will henceforth refer to the van Leer scheme modified with the splittings (65) and the choice of $\chi$ described by (71) as the AUSMD scheme. That is, the AUSMD scheme is described by

• **Mass Flux:**

$$\rho u^+_{j+1/2} = \rho u_{j}^+ v_{j}^+ c_{j+1/2} + \rho u_{j}^- v_{j-1}^- c_{j+1/2}.$$ \hspace{1cm} (74)

• **Momentum Flux:**

$$\rho c^+_{j+1/2} = \frac{1}{2}(\rho u_{j}^+ v_{j}^+ v_{j+1}^+ v_{j-1}^- v_{j-1}^- v_{j+1}^-).$$ \hspace{1cm} (75)

The pressure terms are discretized as described in Sections 4.2 and 4.3.

As for the FVS and van Leer schemes, the only difference between AUSMV and AUSMD is their treatment of the convective momentum flux term. We note that neither the AUSMV nor the AUSMD scheme is a flux vector splitting (FVS) scheme as the numerical mass flux can not be written on the form of (41).

**Remark 3.** According to the principle due to Abgrall [1, 28] we want numerical schemes to obey the following physical principle: A flow, uniform in pressure and velocity must remain uniform in the same variables during its time evolution.

In other words, if we had constant pressure and velocity everywhere in a flow at the time $t^n$, then we will get the same pressure and velocity at the time $t^{n+1}$.

We now check if the AUSMV and AUSMD scheme obey Abgrall’s principle. Consequently, we assume that we have the contact discontinuity given by (63) and that it remains unchanged during
the time interval \([t^n, t^{n+1}]\). In view of Definition 1 and 2, we immediately can conclude that the mass equations and the momentum equations take the form

\[
\begin{align*}
(p\alpha)^{n+1}_j &= (p\alpha)^n_j - \frac{\Delta t}{\Delta x} \left( (p\alpha\nu)^{n+1/2}_{j+1/2} - (p\alpha\nu)^{n+1/2}_{j-1/2} \right), \\
v^{(p\alpha)}^{n+1}_j &= v^{(p\alpha)}^n_j - \frac{\Delta t}{\Delta x} \left( (p\alpha\nu)^{n+1/2}_{j+1/2} - (p\alpha\nu)^{n+1/2}_{j-1/2} \right) \\
&\quad - \frac{\Delta t}{\Delta x} \left( (\alpha \Delta p)^n_{j+1/2} - (\alpha \Delta p)^n_{j-1/2} \right) - \Delta t \left[ \frac{\partial p}{\partial x} \right].
\end{align*}
\]

where \((p\alpha\nu)^{n+1/2}_j\) is on the form (64). From (52) and (11) we see that \((\alpha \Delta p)^n_{j+1/2} = 0\) whereas it follows from (61) that \(\frac{\partial p}{\partial x} \) is. Consequently, the pressure terms vanish and we conclude that the AUSMV and AUSMD schemes satisfy Abgrall’s principle.

5. Numerical Simulations

In the following some selected numerical examples will be presented. As our main concern will be to demonstrate the inherent accuracy and stability properties of the different schemes, we limit ourselves to first order accuracy in space and time. Explicit time integration is used.

5.1. Shock Tube Problems. Shock tube problems are interesting for the following reasons:

- They test the ability of numerical schemes to handle initial data that are far removed from an equilibrium state.
- The existence of discontinuities in both volume fraction and pressure provides a test that numerical schemes converge to the same weak solutions in the presence of the non-conservative terms.

In this section we will investigate a couple of shock tube problems where the relative velocity between the phases is rather large. This provides a test of the validity of using approximate eigenvalues as basis polynomials for the splitting formulas, as described in Remark 1.

5.1.1. Shock tube problem 1. We consider an initial Riemann problem also investigated by Cortez et al [6] for a similar two-fluid model. The initial states are given by

\[
W_L = \begin{bmatrix} p \\ \alpha_l \\ \nu_L \\ \nu_l \end{bmatrix} = \begin{bmatrix} 265000 \text{ Pa} \\ 0.71 \\ 65 \text{ m/s} \\ 1 \text{ m/s} \end{bmatrix}, \quad (76)
\]

and

\[
W_R = \begin{bmatrix} p \\ \alpha_r \\ \nu_R \\ \nu_l \end{bmatrix} = \begin{bmatrix} 265000 \text{ Pa} \\ 0.7 \\ 50 \text{ m/s} \\ 1 \text{ m/s} \end{bmatrix}. \quad (77)
\]

We used the timestep \(\Delta x/\Delta t = 10^3 \text{ m/s}\) and a computational grid of 100 cells. The results, plotted at the time \(T = 0.1 \text{ s}\), are given in Figures 1 and 2. The reference solution was computed using the Roe scheme on a fine grid of 10000 cells. The existence of two separate volume fraction waves can be seen from the small wedge in liquid fraction at \(x = 50 \text{ m}\), which appears clearly only in the reference solution.

We make the following observations:

- The FVS and van Leer schemes are able to produce stable and non-oscillatory approximations. As expected they are excessively diffusive on the slow volume fraction waves. The van Leer scheme is more accurate than FVS on liquid velocity.
- The AUSMV and AUSMD produce a resolution of sonic waves which is comparable to that of FVS and van Leer. However, the slow volume fraction waves are reproduced with less numerical diffusion. The price to pay is that some oscillations around the volume fraction discontinuities are introduced by AUSMV. More severe oscillations, which are particularly visible for the liquid velocity, occur for AUSMD.
For this problem, it was noted that the oscillations produced by AUSMD developed into instabilities as the grid was refined. However, the oscillations observed for AUSMV would decay with grid refinement. This is demonstrated in Figure 3, where AUSMV on a grid of 50,000 cells is compared to the Roe reference solution. The two solutions are virtually identical.

5.1.2. Shock tube problem 2. We now consider a problem similar to shock tube problem 1, but with a bigger volume fraction jump and a jump also in the liquid velocity. The initial states are given by

$$W_L = \begin{bmatrix} p \\ \rho L \\ v_L \\ \eta_L \end{bmatrix} = \begin{bmatrix} 265000 \text{ Pa} \\ 0.7 \\ 65 \text{ m/s} \\ 10 \text{ m/s} \end{bmatrix} \quad (78)$$

and

$$W_R = \begin{bmatrix} p \\ \rho L \\ v_L \\ \eta_L \end{bmatrix} = \begin{bmatrix} 265000 \text{ Pa} \\ 0.1 \\ 50 \text{ m/s} \\ 15 \text{ m/s} \end{bmatrix} \quad (79)$$

Using a timestep of $\Delta x / \Delta t = 750 \text{ m/s}$, results for AUSMV are plotted in Figure 4 for gradually finer grids. Similar results for AUSMD are plotted in Figure 5. As for shock tube problem 1, the reference solution was computed by the Roe scheme using a grid of 10,000 cells.

The volume fraction variable is largely unaffected by the pressure waves. We have therefore magnified the volume fraction plots, focusing on the slow-moving volume fraction waves instead. The number of grid cells in the legend refers to the number of cells visible in the plots.
This problem does not display an essential difference in the stability properties of AUSMV and AUSMD. However, we note that the AUSMD scheme produces more accurate solutions for liquid velocity than AUSMV.

It is interesting that both AUSMV and AUSMD seem to produce the same wave structure in the volume fraction variable as the Roe scheme. This structure arises due to the existence of two separate volume fraction waves, as described in Section 3.1. This is a nonlinear effect that is not taken into consideration by the splitting formulas, which are based on the approximate eigenvalues stated in Remark 1.

5.1.3. *Preliminary conclusions.* To summarize the results of this section, we have observed:

- The FVS and van Leer schemes provide nonoscillatory numerical solutions around discontinuities.
- AUSMV and AUSMD are less diffusive on volume fraction waves than the FVS and van Leer schemes. Stability problems may occur for AUSMD. AUSMV is stable.
- The AUSMV and Roe scheme seem to converge to the same solutions. This is also in accordance with observations made in [9] for a mixture two-phase model. Particularly, these numerical tests provide a justification of the discretization of the non-conservative pressure term as described in Section 4.3.

**Remark 4.** The oscillations observed for AUSMV and AUSMD indicate that these schemes do not have the “Total Variation Diminishing” property. As described in Section 3.1, the wave structure of the model involves strong couplings between the phasic variables. Such couplings are naturally incorporated in approximate Riemann solvers like the Roe scheme, which take the full eigenstructure into account to determine the flux splittings. However, the splitting formulas given by (65) and...
(71) involve phasic couplings only in the common sound velocity. This simplification may partly explain the loss of monotonicity observed for AUSMV and AUSMD.

5.2. Water Faucet. We now consider a simplified faucet flow problem proposed by Ransom [24]. This problem has previously been used by several authors for testing the ability of numerical schemes to accurately resolve volume fraction fronts [5, 21, 23, 33, 34], and has become a standard benchmark. We consider a vertical pipe of length 12 m with the initial uniform state

\[
W = \begin{bmatrix} p \\ \alpha_l \\ v_l \\ \alpha_k \\ v_k \end{bmatrix} = \begin{bmatrix} 10^5 \text{ Pa} \\ 0.8 \\ 0 \\ 10 \text{ m/s} \end{bmatrix}.
\]

(80)

Gravity is the only source term taken into account, i.e. in the framework of (6) and (7) we have

\[
Q_k = g \rho_k \alpha_k.
\]

(81)

with \( g \) being the acceleration of gravity. At the inlet we have the constant conditions \( \alpha_l = 0.8, v_l = 10 \text{ m/s} \) and \( v_k = 0 \). At the outlet the pipe is open to the ambient pressure \( p = 10^5 \text{ Pa} \). We determined the remaining variables at the boundaries by simple extrapolation.

Ransom noted that an analytical solution for volume fraction and liquid velocity can be found assuming that the pressure variation in the vapor phase can be ignored. The procedure is described by Trapp and Riemke [34], here we provide only the result:

\[
v_l(x,t) = \begin{cases} \sqrt{v_0^2 + 2gx} & \text{for } x < v_0 t + \frac{1}{2}gt^2 \\ v_0 + gt & \text{otherwise.} \end{cases}
\]

(82)

Figure 5. Shock tube problem 2. Grid refinement for the AUSMD scheme. Top left: liquid fraction. Top right: pressure. Bottom left: liquid velocity. Bottom right: gas velocity.
\[ c_t(x, t) = \begin{cases} \frac{c_0(1 + 2gxv_0^2)^{-1/2}}{c_0} & \text{for } x < v_0t + \frac{1}{2}gt^2 \\ \text{otherwise} \end{cases} \]  

The parameters \( c_0 = 0.8 \) and \( v_0 = 10 \text{ m/s} \) are the initial states.

**Remark 5.** This solution is not “analytical” in the sense that the model (4)–(6) is solved exactly by analysis. Rather it is “analytical” in the sense that the approximate solutions (82) and (83) are given in terms of analytical expressions. However, the simplifying assumption leading to these analytical expressions is valid to a high degree of accuracy, and we expect these approximate solutions to be virtually inseparable from the real solutions to the full model.

5.2.1. **Test of accuracy of the different schemes on volume fraction.** In Figure 6 the gas volume fraction is plotted for \( T = 0.6 \text{ s} \) for a grid of 120 computational cells. The different schemes are plotted together for the sake of comparison. We observe that:

- The van Leer scheme is more accurate than FVS. This is consistent with our findings for shock tube problem 1.
- AUSMV and AUSMD are both more accurate than the van Leer scheme. AUSMD is more accurate than AUSMV. The accuracy of AUSMD is comparable to that of the Roe scheme.

5.2.2. **Results for hybrid flux-splitting schemes.** For the AUSMD/V and Roe schemes, the full set of variables are plotted in Figure 7. For the reference solution the approximate analytical solution was used to calculate volume fraction and liquid velocity, while the Roe scheme on a finer grid (1200 cells) was used to calculate the pressure and gas velocity. A notable fact is that severe oscillations, as were observed for AUSMD on shock tube problem 1, do not occur. In fact, AUSMD gives a resolution comparable to the Roe scheme also on the velocities.

5.2.3. **Convergence comparison.** A more detailed look at the accuracy of the schemes regarding the volume fraction is given in Figure 8. This figure demonstrates the fundamental difference in the dissipative mechanism of AUSMD and AUSMV. In particular, we note that AUSMD is approximately as accurate as AUSMV calculated on a grid size whose magnitude differs by one order. We also note that for the case with 1200 cells AUSMD has introduced a slight overshoot in the approximation of the volume fraction. This is a manifestation of the weaker dissipative mechanism of AUSMD.

**Remark 6.** One may wonder whether simpler choices for the splitting formulas would work, for instance, for the water faucet problem. In [10] it was observed that simpler choices produced good
results for typical mass transport problems described by a two-phase model consisting of two mass conservation equations and a mixture momentum equation. However, for the current two-fluid model where the coupling between the phasic velocities is much looser, it seems that the introduction of the sound velocity in the splitting formulas (46) and (51) is very essential. Neglecting the sound velocity and using pure advective upwinding

\[ V^\pm(v, c) = \frac{1}{2}(v \pm |v|), \]

as well as central pressure splitting

\[ P^\pm(v, c) = \frac{1}{2} \]

was found to cause severe instabilities.

5.3. Transition to One-Phase Flow. It is seen that the model (4)–(7) becomes singular in the limits \( \alpha_k \rightarrow 0 \) \((k = g, l)\), corresponding to the transition to one-phase flow. Stability problems are commonly encountered as this limit is approached. We observed that our implementation of the Roe scheme could not handle this in a satisfactory manner, and Coquel et al [5] report instabilities for their Riemann-free upwind scheme based on kinetic considerations, occurring for values of \( \alpha_k \) near \( 10^{-6} \). They suggested a modification of the discretization of the non-conservative term to solve this problem.

Indeed a similar problem was also observed for the AUSMD and AUSMV schemes and a fix is required. We suggest a method consistent with the framework we are working within, leaving the non-conservative term unaffected. Our suggestion is based on the following observations:
• The resolution of sonic waves is very similar for the FVS/van Leer and the AUSMV/D schemes. The van Leer and FVS scheme seem to be able to deal with the transition to one-phase flow in a stable manner whereas AUSMV/D typically become unstable.
• The volume fraction waves disappear in the one-phase limit of the system. Hence, the
effect of volume fraction waves is expected to disappear as a phase fraction tends to zero,
and the dynamics will be dominated by pressure waves.

This naturally suggests removing the advective velocity contribution to (65), falling back to the
splitting (45) in near one-phase regions. We achieve this by replacing (71) by the following
expressions
\[
\chi_L = (1 - \phi_L) \frac{2(\rho/\alpha)_L}{(\rho/\alpha)_L + (\rho/\alpha)_R} + \phi_L
\]
and
\[
\chi_R = (1 - \phi_R) \frac{2(\rho/\alpha)_R}{(\rho/\alpha)_L + (\rho/\alpha)_R} + \phi_R
\]
for both phases. Here \(\phi\) is a smooth symmetric function \(\phi(\alpha) = \phi(1 - \alpha)\) designed to be 1 near
one-phase regions and 0 otherwise. A simple expression having this property is
\[
\phi = \phi(\alpha_g) = \frac{1}{e^{k\alpha_g} + \frac{1}{e^{k(1-\alpha_g)}}},
\]
where the parameter \(k\) determines the degree of smoothness of \(\phi\). We found the value
\[
k = 200
\]
to be a good compromise, providing both a smooth and accurate transition mechanism.

**Definition 3.** The modification of the AUSMV scheme obtained by replacing (71) in Definition
1 by (84) and (85) will be denoted as the AUSMV* scheme. Similarly, the modification of the
AUSMD scheme obtained by replacing (71) in Definition 2 by (84) and (85) will be denoted as the
AUSMD* scheme.

**Remark 7.** The property of AUSMD and AUSMV of reproducing the exact riemann solver mass
flux is formally lost by this modification. However, the flux modification is significant only for
near one-phase regions where we expect little loss of accuracy. In particular, for the shock tube
and water faucet examples considered so far, \(\phi < 10^{-17}\) and the results are unchanged to plotting
accuracy.

5.3.1. AUSMDV. We observed that the van Leer and AUSMD* schemes could handle a smooth
transition to one-phase flow. We also observed that if the transition is very abrupt, the van Leer
and AUSMD* schemes could fail. However, the FVS and AUSMV* schemes seem stable also for
such situations.

This demonstrates the need for a more sophisticated hybridization where we want to combine
the accuracy of AUSMD* with the stability of AUSMV*. Based on our observations so far, we
note the following:
• The FVS scheme possesses outstanding stability properties. The AUSMV scheme largely
  keeps these properties, and with the transition fix (84)–(85), AUSMV* seems to be able
to handle very general flow conditions without introducing instabilities.
• The AUSMD has a weak dissipation mechanism allowing it to resolve discontinuities with
  an accuracy comparable to the Roe scheme. However, it is more prone to produce insta-
bilities and overshoots.

This naturally suggests combining the AUSMD and AUSMV flux as follows
\[
F^\text{AUSMDV} = sF^\text{AUSMV} + (1 - s)F^\text{AUSMD},
\]
where \(s\) is some parameter. We remark that only the convective flux in the momentum equations
will be affected by this modification.

For the parameter \(s\) many choices are possible. As the previous examples show, the optimal
choice might be problem-dependent. For one-phase flow Wada and Liao [35] suggested letting \(s\)
depend on the local pressure gradient, and similar ideas may be fruitful here.

We will not discuss this issue in full depth, but proceed to demonstrate that a simple choice for \(s\)
will make the AUSMDV able to handle a stiff transition to one-phase flow in a stable and accurate
manner. We observe that for a typical interface problem the strong gradients are associated only with the transition points between one-phase and two-phase flow. We consequently propose to use

\[ s = \max(\phi_l, \phi_R), \]  

where \( \phi \) is given by (86). In particular, we note that this choice of \( s \) will make AUSMDV reduce to AUSMD for the water faucet and shock tube problems.

**Definition 4.** The scheme obtained by combining the AUSMV* and AUSMD* convective momentum fluxes as follows

\[ F_c^\text{AUSMDV} = sF_c^\text{AUSMV} + (1 - s)F_c^\text{AUSMD}, \]  

where \( s \) is given by (89), will be denoted as the **AUSMDV* scheme.**

We note that AUSMDV* basically reduces to the stable FVS scheme near one-phase regions, and the accurate AUSMD scheme elsewhere.

It seems that this approach can provide a good basis for methods aiming to resolve practical problems related to mass transport of oil and gas in pipelines. For such problems the main dynamics are associated with slow transients and strong discontinuities are expected to occur only at the transition points to one-phase flow. Such discontinuities will commonly be induced by the buildup of liquid slugs due to gravity.

5.4. **Separation Problem.** To illustrate the effect of the transition fix described above we consider a simplified gravity-induced phase separation problem proposed by Coquel et al [5]. For this problem the transition from two-phase to one-phase flow occurs under stiff conditions, providing a good test for the stability of the schemes.

We consider a vertical pipe of length 7.5 m, where, as for the water faucet problem, gravity is the only source term taken into account. Initially the pipe is filled with stagnant liquid and gas with a uniform pressure of \( p = 10^5 \) Pa and a uniform liquid fraction of \( \alpha_l = 0.5 \). The pipe is considered to be closed at both ends, i.e., both phasic velocities are forced to be zero at the end points. Assuming that the pressure variation can be neglected, an analytical solution can be derived in a similar manner as for the water faucet. We assume that the liquid is accelerated by gravity only until it is abruptly brought into stagnant conditions at the lower part of the tube. This yields the following approximate analytical solution for liquid velocity and volume fraction:

\[ \nu_l(x, t) = \begin{cases} \frac{\sqrt{2gx}}{gt} & \text{for } x < \frac{1}{2}gt^2 \\ 0 & \text{for } \frac{1}{2}gt^2 \leq x \leq L - \frac{1}{2}gt^2 \end{cases} \]  

\[ \alpha_l(x, t) = \begin{cases} 0 & \text{for } x < \frac{1}{2}gt^2 \\ 0.5 & \text{for } \frac{1}{2}gt^2 \leq x \leq L - \frac{1}{2}gt^2 \\ 1 & \text{for } L - \frac{1}{2}gt^2 < x \end{cases} \]

where \( L = 7.5 \) m is the length of the tube. After the time

\[ T = \sqrt{\frac{L}{g}} = 0.87 \text{ s} \]

we expect the phases to be fully separated and the liquid fraction will reach a stationary state. The other variables will slowly converge towards a stationary solution.

5.4.1. **Results for the Separation Problem.** For this problem we used a constant timestep of \( \Delta x/\Delta t = 2 \cdot 10^3 \) m/s. The pressure and liquid volume fraction at the boundaries were determined by simple extrapolation.

In the following the AUSMDV* and AUSMV* schemes are compared. Snapshots of the simulations at \( T = 0.6 \) s and \( T = 1.0 \) s are shown in Figures 9 and 10. A grid of 100 cells was used. The reference solution was calculated using AUSMDV* on a grid of 1000 cells, except for Figure 9 and volume fraction in Figure 10, where the approximate analytical solutions given by (91) and (92) were used.

Figure 9 shows the solution in the transient period where two volume fraction fronts, one upward and another downward directed, have been formed. In particular, we observe that both AUSMV*
and AUSMDV* are able to handle the transition from two-phase to single-phase flow without loss of positivity. Comparison with the approximate analytical solution both in the liquid volume fraction and the liquid velocity variable clearly reveals that AUSMDV* is strongly superior to AUSMV* in the resolution of the discontinuous waves.

Figure 10 shows the solution when the steady-state conditions have been reached, where the two-phase mixture is separated into a liquid part located at the bottom and a gas part located at the top. The plots clearly show the importance of the weak dissipative mechanism possessed by AUSMDV*: AUSMDV* is to a large extent able to reproduce the exact steady-state solution in the volume fraction variable whereas AUSMV* performs much poorer on this fairly coarse grid.

For completeness, we have included the plots of the pressure and gas velocity as well. From the plot of the gas velocity, we observe that it becomes very large as the gas phase is disappearing. This is a result of our unphysical neglect of friction terms which implies that no forces will balance the relatively strong hydrostatic pressure gradients induced by the heavy liquid phase.

5.4.2. Convergence. A further investigation of the accuracy of AUSMDV* on the volume fraction is made in Figure 11, where the effect of grid refinement is illustrated. Although we have no stable Roe scheme to compare with, it seems that the effect of increased diffusion due to the transition fix is minimal. We also note that the AUSMDV* scheme gives good results compared to the upwind scheme of Cortes et al [5] for this flow case.

5.5. Oscillating Manometer Problem. For our last numerical test we consider the oscillating manometer problem introduced by Ransom [24]. This problem involves a moving liquid plug where the flow direction is time dependent. We hence believe that the numerical challenges presented by this problem are representative for typical transport pipeline simulations.

We consider a U-shaped tube of total length 20 m. The geometry of the tube is reflected in the x-component of the gravity field

\[ g_x(x) = \begin{cases} 
  g \cos \left( \frac{(x-5) \text{ m}}{10 \text{ m}} \right) & \text{for } 0 \leq x \leq 5 \text{ m} \\
  -g & \text{for } 5 \text{ m} < x \leq 15 \text{ m} \\
  & \text{for } 15 \text{ m} < x \leq 20 \text{ m}. 
\end{cases} \] (94)

Initially we assume that the liquid fraction is given by

\[ \alpha_l(x) = \begin{cases} 
  10^{-6} & \text{for } 0 \leq x \leq 5 \text{ m} \\
  0.999 & \text{for } 5 \text{ m} < x \leq 15 \text{ m} \\
  10^{-6} & \text{for } 15 \text{ m} < x \leq 20 \text{ m}. \] (95)
Figure 10. Separation problem, snapshot at $T=1.0 \text{s}$ on a grid of 100 cells. Top left: liquid fraction. Top right: liquid velocity. Bottom left: pressure. Bottom right: gas velocity. At this time the phases are fully separated.

Figure 11. Separation problem, $T=0.6 \text{s}$. Liquid volume fraction. Grid refinement for the AUSMDV$^*$ scheme.
The initial pressure is assumed to be equal to the hydrostatic pressure distribution. The initial velocities of both phases are uniformly \( v_k = V_0 \), where \( V_0 = 2.1 \) m/s.

We treat the manometer as a closed loop, so that the left and right edges are connected to each other. Hence there are no boundary conditions for this problem. We assume that the liquid column will move with uniform velocity under the influence of gravity, giving the following approximate analytical solution for the liquid velocity \([33] \]

\[
v_l(t) = V_0 \cos(\omega t),
\]

where

\[
\omega = \sqrt{\frac{2g}{L}}
\]

and \( L = 10 \) m is the length of the liquid column.

5.5.1. Numerical results. We used the AUSMDV* scheme on a grid of 100 cells with a timestep \( \Delta x / \Delta t = 3000 \) m/s. The time development of the liquid velocity is given in Figure 12. The velocity is sampled at the lowest point (middle grid cell) of the manometer. We note that good accordance with the approximate analytical solution is obtained, although a small phase difference seems to develop. We also observe some numerical damping. We remark that even though the scheme is flux-conservative, damping is expected as the gravity field is discretized using a simple Euler integration.

The distribution of the physical variables at the time \( T = 20.0 \) s is plotted in Figure 13. There are no sign of any numerical oscillations. As expected, a hydrostatic pressure distribution is reproduced. There is very little dissipation in the volume fraction variable.

Remark 8. All the simulations we have considered have been first order accurate in space and time. In principle, second order accuracy may be achieved using Runge-Kutta time integration and MUSCL interpolation \([15] \) of the primitive variables. This approach was successfully applied to similar flux-splitting schemes for the mixture model in \([9] \). The simulations in Sections 5.2–5.5 essentially demonstrate monotonicity of the numerical solutions, suggesting that for such cases similar strategies may be successful also for the current model.
However, the shock tube simulations in Section 5.1 show that more refined dissipation mechanisms must be developed before higher order techniques can be applied. In this respect the good stability properties of the simpler FVS and van Leer schemes become of interest. As is demonstrated in for example [13], highly accurate solutions may be obtained by higher order techniques even if the basis schemes are diffusive. Of particular interest here is the ability of FVS to handle the transition to one-phase flow without any kind of modification.

6. Summary

Schemes of FVS and van Leer type have been proposed for a two-phase flow model. Methods for removing numerical dissipation from these schemes have been explored. A mechanism for handling the difficult transition from two-phase to single-phase flow within this context has also been proposed. The resulting schemes, denoted as AUSMV$^*$ and AUSMD$^*$, are demonstrated to have desirable properties. In particular the AUSMV$^*$ is stable and the AUSMD$^*$ possesses an inherent accuracy comparable to an approximate riemann solver, with a highly reduced computational cost. A hybrid AUSMDV$^*$ scheme, taking advantage of both these properties, has been proposed with particular focus on the kind of discontinuities expected to appear for slow transients associated with mass transport in pipelines. The proposed scheme does not provide the same level of robustness as an approximate riemann solver for strong shocks. However, the framework has been demonstrated to contain the mechanism for providing accurate and efficient solutions to several benchmark two-phase flow problems.
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