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Abstract. In this paper we are concerned with the initial-boundary value problem of the

compressible gas-liquid model with well-formation interaction and gravity. The asymptotic

behavior of solutions to steady states is established. Also the time-decay rates of perturbed

solutions in the sense of L∞ norm are obtained under some suitable assumptions on the

initial date, if γ > 1 (associated with pressure law of gas) and β ∈ (0, γ
2
] ∩ (0, γ − αγ) ∩

(0, γ+αγ
3

] where β characterizes the viscosity coefficient and α describes the mass decay

rate at the boundary. A main purpose of this work is to clarify the role played by the

well-reservoir interaction term. The analysis demonstrates that it is essential to take into

account information about sign as well as size of the interaction term in order to obtain

time-independent estimates when it operates in combination with gravity.
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1. Introduction

The compressible drift-flux gas-liquid model is often used in chemical engineering to de-
scribe the dynamics of two-phase flow, see [1, 2]. This model is different from the two-fluid
model in the sense that it has one mixture momentum equation instead of two separate
momentum equations. We refer to [10] for more on the relationship between the two-fluid
and drift-flux models. In this paper, we are concerned with a gas-liquid model where gas is
allowed to flow between a wellbore and surrounding formation governed by a given function
A(x, t). From an application point of view, A(x, t) > 0 means that there is inflow of gas
along the well and A(x, t) < 0 means that there is outflow of gas along the well, see [4]. More
precisely, the corresponding model can be written in Eulerian coordinates as





∂tn + ∂x[nu] = nA(x, t),

∂tm + ∂x[mu] = 0,

∂t[(m + n)u] + ∂x[(m + n)u2] + ∂xP = gm + ∂x[ε∂xu], a(t) < x < b,

(1.1)
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where the free boundary function a(t) satisfies




da(t)
dt

= u(a(t), t), t > 0,

a(0) = a.

Here, n = n(x, t) ≥ 0, m = m(x, t) ≥ 0 respectively are masses of the gas and liquid.
u = u(x, t) denotes velocity of the phases. Initial data is given as

m(x, 0) = m0(x), n(x, 0) = n0(x), u(x, 0) = u0(x), (1.2)

and the boundary conditions

n(a(t), t) = 0, m(a(t), t) = 0, u(b, t) = 0, t > 0. (1.3)

The pressure function P (·, ·) and viscosity function ε(·, ·) depending on the masses satisfy

P (n,m) = K1

(
n

ρl −m

)γ

, ε(n,m) =
K2n

β

(ρl −m)β+1
, K1, K2 > 0. (1.4)

Throughout this paper, we take K1 = K2 = 1, for the sake of simplicity only. Note that we
use a slightly simplified gravity term which only depends on the liquid mass. For this case,
as we shall show later, the corresponding steady equation is similar to the steady equation of
1D compressible Navier-Stokes equations with gravity, which has been studied in [3, 28, 30].
However, the gas mass is not conserved and the variable c = c(x, t) = n

n+m which is used to
reformulate the two-phase model (see Section 2) becomes time-dependent.

It was Evje who first studied the model (1.1) without gravity in [4]. He proved the global
existence of the weak solutions to the initial boundary problem when the viscosity was taken
as ε(n,m) = (m+n)β

(ρl−m)β+1 , β ∈ (0, 1
3). However, it is interesting to clarify the long-time behavior

of the model (1.1). In particular, it is desirable to get a more detailed understanding of how
the stability properties of the model are possibly influenced by the interaction term A(x, t).
We give a partial answer to this by exploring the model in the framework used in [3, 28, 30]
for studies of single-phase Navier-Stokes equations. It turns out that both size and sign on
A(x, t) play a key role in the analysis to show convergence to the steady state. Moreover, a
decay rate associated with A(x, t) is required to estimate convergence rates. The case with
more general choices of A(x, t) is left for future study. However, we refer to [9] for a result
with a more general interaction term A(x, t) but where the effect of gravity is not included.

Before we proceed we will briefly describe some previous works on the gas-liquid model.
There have been extensive investigations into the simplified gas-liquid model. In the 1D case,
it takes the following form,





∂tn + ∂x[nug] = 0,

∂tm + ∂x[mul] = 0,

∂t[mul] + ∂x[mu2
l ] + ∂xP = −fm3ul|ul|+ gm + ∂x[ε∂xumix], umix = αgug + αlul,

(1.5)

where αg + αl = 1. For the simplified model obtained by assuming ul = ug = u and
neglecting frictional force −fm3ul|ul| and gravity gm in (1.5), there has been a number of
research results where the viscosity function ε(n,m) is taken different forms. First of all, Evje
and Karlsen [7] studied the existence of the global weak solutions when the initial masses
were discontinuously connected to a vacuum for the viscosity function ε(n,m) taking the
following form

ε(n,m) = ε(m) =
mβ

(ρl −m)β+1
, β ∈

(
0,

1
3

)
. (1.6)

This result was later extended to the case β ∈ (0, 1] by Yao and Zhu [21]. When the initial
masses were continuously connected to a vacuum, Evje, Flatten and Friis [11] also obtained
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the global existence and uniqueness of weak solutions for the viscosity ε(n,m) taking the
following form

ε(n,m) =
nβ

(ρl −m)β+1
, β ∈

(
0,

1
3

)
. (1.7)

Taking viscosity as a constant, Yao and Zhu in [23] obtained the global existence of weak
solutions where the initial masses were continuously connected to a vacuum. With regard
to asymptotic behavior, Liu and Zhu in [18] showed that the masses n and m tend to zero
as time goes to infinity, moreover, they obtained a stabilization rate estimates of the mass
functions for any β > 0. Later, by assuming ul = ug in (1.5), Friis and Evje in [8] proved
the existence of global weak solutions to the initial boundary value problem of (1.5) with
initial data (1.2) and boundary conditions [p(n,m) − ε(n,m)mux](0, t) = 0, u(1, t) = 0
when the viscosity ε(n,m) was taken the form (1.6). Recently, Fan, Liu and Zhu in [12]
considered the long time behavior of the weak solutions to initial boundary value problem
of (1.5) by overcoming the difficulties which came from the frictional force −fm3u|u|. For
the case ug 6= ul, Evje in [5] obtained the local existence by neglecting external forces like
friction and gravity. Furthermore, the model has also been studied in Eulerian coordinates
with the simplified momentum equation and constant viscosity coefficient [6]. For a similar
result where the model is studied in a 2D setting we refer to [22]. See also [24] for a result on
blow-up phenomena of the 2D gas-liquid model. We remark that the main tool in obtaining
the above results is the introduction of a suitable variable transformation by which one can
use ideas and techniques similar to those used in [25, 26, 27] on Navier-Stokes equations.

In this paper we rewrite our problem into (2.5)-(2.7) by using the transformations (2.4)
and investigate it in the framework of [3, 12, 28, 30]. Main observations we would like to
highlight from the analysis are:

• Size and sign of A(x, t) appear to be crucial to obtain the energy estimate Lemma 3.1
which allows us to control the estimate of the fluid velocity. Similarly, both size and
sign of A(x, t) are exploited in the proof of the time-independent upper and lower
bounds of c

1−cQ, see Lemma 3.2, which plays a very important role in studying the
long-time behavior of c

1−cQ and u, as expressed by Theorem 2.1.
• In order to prove an estimate of the rate at which the mass-related variable c

1−cQ tends
to c∞

1−c∞Q∞ and velocity u tends to zero, as expressed by Theorem 2.2, it is necessary
to give more information about the rate at which the interaction term A(x, t) will
tend to zero in an averaged sense, see condition (2.21) for the precise statement.

Many studies have been made for the asymptotic behavior of Navier-Stokes equations with
density-dependent viscosity and vacuum. For the case without external force, Guo and Zhu
in [13, 14] gave the asymptotic behavior and decay rate of the density function ρ(x, t) when
the initial density was continuously connected to a vacuum. Zhu in [29] investigated the
asymptotic behavior and decay rate estimates on the density function ρ(x, t) by overcoming
some new difficulties which came from the appearance of boundary layers when the initial
density was discontinuously connected to a vacuum. In [13, 14, 29], the auxiliary function
w(x, t) introduced by Nagasawa in [16] was used to investigate the decay rate of ρ(x, t). For
the other case with gravity, under some assumptions on the initial data, Zhang and Fang
in [28] proved that the solution converges to the stationary states as time goes to infinity
provided θ ∈ (0, γ−1)∩(0, γ

2 ] and γ > 1. The stabilization rates were also estimated in several
norms. Duan in [3] generalized part result in [28], and showed that the solution converges to
the stationary state in the sense of integral when γ = 2, θ = 1. Recently, Zhu and Zi in [30]
improved the results in [3, 28] in the sense that θ ∈ (0, γ − 1] ∩ (0, γ

2 ].
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We conclude this section by stating the arrangement of the rest of this paper. In Section
2, the system is transformed into a more simple one, then we give the definition of the weak
solution and state the main results. In Section 3, we derive some crucial uniform estimates for
studying the asymptotic behavior and the decay rate estimates. In Section 4, the asymptotic
behavior of weak solution will be given. In Section 5, we will establish stabilization rate
estimates of the solution as time tends to infinity.

2. Formulation of problem and main results

To solve the free boundary problems (1.1)-(1.3), it is convenient to convert the free bound-
aries to the fixed boundaries by using Lagrangian coordinates. To do this, let

ξ =
∫ x

a(t)
m(y, t)dy, τ = t.

Then the free boundaries x = a(t) and x = b become ξ = 0 and ξ =
∫ b
a(t) m(y, t)dy =∫ b

a m0(y)dy by the conservation of mass, where
∫ b
a m0(y)dy is the total liquid mass initially.

We normalize
∫ b
a m0(y)dy to 1. Hence in the Lagrangian coordinates, the free boundary

problem (1.1)-(1.3) can be transformed into the following fixed boundary form,




nτ + (nm)uξ = nA,

mτ + m2uξ = 0,

(m + n)uτ + m(P (n,m))ξ = −unA + gm + m(ε(n,m)muξ)ξ.

(2.1)

Initial data is given as,

n(ξ, 0) = n0(ξ), m(ξ, 0) = m0(ξ), u(ξ, 0) = u0(ξ), ξ ∈ [0, 1], (2.2)

and boundary conditions,

n(0, τ) = 0, m(0, τ) = 0, u(1, τ) = 0, τ ≥ 0. (2.3)

In the following, we replace the coordinates (ξ, τ) by (x, t). Introduce the variables,

c =
n

n + m
, Q(m) =

m

ρl −m
≥ 0. (2.4)

From the first two equations of (2.1) we get

ct =
nt

n + m
− n

(n + m)2
(mt + nt) = c(1− c)A,

and

Q(m)t =
(

m

ρl −m

)

t

=
(

1
ρl −m

+
m

(ρl −m)2

)
mt

=
ρl

(ρl −m)2
mt = − ρlm

2

(ρl −m)2
ux = −ρlQ(m)2ux.

Then we obtain 



ct = c(1− c)A,

Qt + ρlQ
2ux = 0,

( 1
1− c

)
ut + P (c,Q)x = −u

( c

1− c

)
A + ∂x(E(c,Q)∂xu) + g,

(2.5)

with

P (c,Q) =
(

c

1− c

)γ

Qγ , γ > 1,
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and

E(c,Q) =
(

c

1− c

)β

Qβ+1.

The boundary conditions are given as follows,

c(0, t) = 0, Q(0, t) = 0, u(1, t) = 0, (2.6)

and the initial data

c(x, 0) = c0(x) ≥ 0, Q(x, 0) = Q0(x) ≥ 0, u(x, 0) = u0(x), x ∈ [0, 1]. (2.7)

Here we have used
n

m
=

c

1− c
, and c0, Q0 are given from [n0,m0] according the transforma-

tions (2.4).
Throughout this paper, our assumptions on the flow rate function A(x, t) and the initial

data are as follows:

(A1)
∫ t

0
‖A(·, s)‖L∞([0,1])ds ≤ Cε0, A(x, t) ≤ 0, |A(x, t)| ≤ C, ∀ (x, t) ∈ [0, 1]× [0,+∞),

∫ t

0
(‖Ax(·, s)‖2

L∞([0,1]) + ‖At(·, s)‖2
L∞([0,1]))ds ≤ C;

(A2) There are positive constants K1, K2, K3 and K4 such that
K1x

α ≤ m0(x) ≤ K2x
α < ρl and K3x

1
γ ≤ n0(x) ≤ K4x

1
γ , where α < 1

γ .
In particular, this implies that there exist positive constants C1, C2, such that

c0(x)
1−c0(x) = n0

m0
∼ x

1
γ
−α, Q0 = m0

ρl−m0
∼ xα, C1x

1
γ ≤ c0(x)

1−c0(x)Q0(x) ≤ C2x
1
γ , and

0 ≤ inf
x∈[0,1]

c0(x), sup
x∈[0,1]

c0(x) < 1;

(A3) u0 ∈ H1([0, 1];

(A4)
((

c0
1−c0

)β
Q1+β

0 u0x

)
x
∈ L2([0, 1]), x

3γ−β−αγ
4γ

((
c0

1−c0
Q0

)β

x
−

(
c∞

1−c∞Q∞
)β

x

)
∈ L2([0, 1]).

Under assumptions (A1)-(A4), we will study the asymptotic behavior of c
1−cQ and u provided

that the global weak solution to the initial boundary value problem (2.5)-(2.7) exists. In the
Lagrangian coordinates, the definition of the weak solution to (2.5)-(2.7) can be stated as
follows:

Definition 2.1. (Weak solution) The function (c(x, t), Q(x, t), u(x, t)) is called a weak
solution to the initial boundary problem (2.5)-(2.7), if

c, Q ∈ L∞([0, 1]× [0,∞)) ∩ C1([0,∞);L2(0, 1)), (2.8)

u ∈ L∞([0, 1]× [0,∞)) ∩ C
1
2 ([0,∞);L2(0, 1)), (2.9)

(
c

1− c

)β

Q1+βux ∈ L∞([0, 1]× [0,∞)) ∩ L2([0,∞);H1(0, 1)). (2.10)

Furthermore, the following equations hold:

ct = c(1− c)A, a.e.,

Qt + ρlQ
2ux = 0, a.e.,

and
∫ ∞

0

∫ 1

0

{( u

1− c

)
φt +

((
c

1− c
Q

)γ

−
(

c

1− c

)β

Q1+βux

)
φx + gφ

}
dxdt

+
∫ 1

0

(
u0

1− c0

)
(x)φ(x, 0)dx = 0,

for any test functions φ(x, t) ∈ C∞
0 (Ω) with Ω = {(x, t) : 0 ≤ x ≤ 1, t ≥ 0} .
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Remark 2.1. (Existence of the global weak solution). To our knowledge, by using the
standard line method (see [4, 17, 28] for example), it is easy to obtain the global existence of
the weak solutions to (2.5)-(2.7). The details are omitted.

As in [4], we can solve function c(x, t) from the first equation of (2.5), which will be used
frequently later. Based on the assumptions (A1) and (A2), we can also list some properties
of c(x, t).

Proposition 2.1. Under the conditions of Theorem 2.1, it holds that for 0 < x < 1, t > 0,

c(x, t)
1− c(x, t)

=
c0(x)

1− c0(x)
exp

(∫ t

0
A(x, s)ds

)
. (2.11)

Based on the assumptions on A(x, t), we have the following properties

0 ≤ inf
x∈[0,1]

c(x, t), sup
x∈[0,1]

c(x, t) < 1. (2.12)

We denote c∞(x) to be the steady state of c(x, t). According to (2.11), c∞(x) should be
defined as following,

c∞(x)
1− c∞(x)

=
c0(x)

1− c0(x)
exp

(∫ +∞

0
A(x, s)ds

)
, (2.13)

and A(x, t) ≤ 0 implies that

c0(x) ≥ c(x, t) ≥ c∞(x). (2.14)

Let
((

c∞
1−c∞Q∞

)
(x), 0

)
be the stationary solution of equations (2.5), and

(
c∞

1−c∞Q∞
)

(x)
is given by the following equations:





(
c∞

1−c∞Q∞
)γ

x
= g,

(
c∞

1−c∞Q∞
)

(0) = 0.
(2.15)

Then (
c∞

1− c∞
Q∞

)
(x) = (gx)

1
γ . (2.16)

We refer to (2.13) for a characterization of c∞(x).

Theorem 2.1. Under the assumptions (A1)-(A4), γ > 1 and β ∈ (0, γ
2 ] ∩ (0, γ+αγ

3 ], let((
c

1−cQ
)

(x, t), u(x, t)
)

be the weak solution to the initial boundary value problem (2.5)-(2.7).
There exists a constant 0 < ε0 < 1, such that if

‖u0‖2
L2 ≤ ε0,

∫ 1

0
x1−3α (Q0 −Q∞)2 dx ≤ ε0, (2.17)

then we have the following asymptotic behavior

lim
t→∞

(
c

1− c
Q

)
(x, t) =

(
c∞

1− c∞
Q∞

)
(x), (2.18)

uniformly in x ∈ [0, 1] and

lim
t→∞ sup

x∈[δ,1]
|u(x, t)| = 0, (2.19)

for any 0 < δ < 1. Furthermore, if we assume further β < γ − αγ, then (2.19) can be
improved as

lim
t→∞ sup

x∈[0,1]
|u(x, t)| = 0. (2.20)
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Theorem 2.2. Under the conditions of Theorem 2.1, assuming that β < γ − αγ, and under
the additional conditions on A(x, t):





∫ t

0
(1 + s)‖A(·, s)‖L∞([0,1])ds ≤ C,

∫ t

0
(1 + s)‖Ax(·, s)‖2

L∞([0,1])ds ≤ C,

∫ t

0

[
1− exp

(
−γ

∫ +∞

s
‖A(·, τ)‖L∞([0,1])dτ

)]
ds ≤ C,

(2.21)

the following estimates hold:
∥∥∥∥∥

((
c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)

(·, t)
∥∥∥∥∥

L∞([0,1])

≤ C(1 + t)−
β

2γ−αγ , (2.22)

and

‖u(·, t)‖L∞([0,1]) ≤ C(1 + t)−
1
2 , (2.23)

for all t ≥ 0.

Remark 2.2. Various assumptions on A(x, t) have been imposed as expressed by assumption
(A1) and (2.21). As an example of A(x, t) which satisfies all the assumptions we may consider
A(x, t) in the following form

A(x, t) =
ε0φ(x)

(1 + t)2+δ
,

where ε0 and δ are small positive constants, φ(x) ∈ W 1,∞([0, 1]) and φ(x) ≤ 0.

3. Uniform a priori estimates

In this section, we devote ourselves to some uniform-in-time a priori estimates for the
solutions to (2.5)-(2.7) by classical energy method. The basic energy estimate is carried out
by making use of size and sign of A(x, t).

Lemma 3.1. (Basic energy estimate). Under the conditions in Theorem 2.1, the follow-
ing energy estimate holds:

1
2

∫ 1

0

(
1

1− c

)
u2dx +

∫ 1

0

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
dx

+
∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx +
∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdxds

≤Cε0. (3.1)

Proof. Multiplying (2.5)2 and (2.5)3 by
(

c
1−c

)γ
Q(m)γ−2 and u, respectively, summing the

resulting equations and integrating it over [0, 1] with respect to x, using (2.15) and the
boundary conditions (2.6), integrating by parts, one gets

d

dt

∫ 1

0

[(
1

1− c

)
u2

2
+

1
ρl(γ − 1)

(
c

1− c

)γ

Qγ−1 +
1
ρl

(
c∞

1− c∞
Q∞

)γ 1
Q

]
dx

+
∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx

=− 1
2

∫ 1

0

(
1

1− c

)
u2[cA]dx +

γ

ρl(γ − 1)

∫ 1

0

(
c

1− c

)γ

Qγ−1Adx.

(3.2)
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Here we have also used the first equation of (2.5). Note that

d

dt

∫ 1

0

{
1

ρl(γ − 1)

(
c

1− c

)γ

Qγ−1 +
1
ρl

(
c∞

1− c∞
Q∞

)γ 1
Q

}
dx

=
1

ρl(γ − 1)
d

dt

∫ 1

0

{(
c

1− c

)γ

Qγ−1 −
(

c∞
1− c∞

)γ

Qγ−1

}
dx

+
1

ρl(γ − 1)
d

dt

∫ 1

0

{(
c∞

1− c∞

)γ

Qγ−1 −
(

c∞
1− c∞

)γ

Qγ−1
∞

}
dx

+
1
ρl

d

dt

∫ 1

0

{(
c∞

1− c∞
Q∞

)γ 1
Q
−

(
c∞

1− c∞

)γ

Qγ−1
∞

}
dx

=
d

dt

∫ 1

0

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
dx +

d

dt

∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx,

and

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
≥ 0,

in view of A(x, t) ≤ 0, and

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dh ≥ 0.

Consequently,

d

dt

(∫ 1

0

{(
1

1− c

)
u2

2
+

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dx

)

+
d

dt

1
ρl

∫ 1

0

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx +
∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx

= −1
2

∫ 1

0

(
1

1− c

)
u2[cA]dx +

γ

ρl(γ − 1)

∫ 1

0

(
c

1− c

)γ

Qγ−1Adx

≤ −1
2

∫ 1

0

(
1

1− c

)
u2[cA]dx +

γ

ρl(γ − 1)

∫ 1

0

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
Qγ−1Adx. (3.3)

In deriving the last inequality in (3.3), we have also used the sign of A(x, t). Integrating the
above inequality with respect to t over [0, t], one gets,

∫ 1

0

{(
1

1− c

)
u2

2
+

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dx

+
∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx +
∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdxds

≤C

∫ t

0
‖A(s)‖L∞([0,1])

∫ 1

0

{
1

1− c
u2 +

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dx

+
∫ 1

0

(
1

1− c0

)
u2

0

2
dx +

∫ 1

0

Qγ−1
0

ρl(γ − 1)

[(
c0

1− c0

)γ

−
(

c∞
1− c∞

)γ]
dx

+
∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q0

Q∞

hγ −Qγ∞
h2

dhdx. (3.4)
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It follows from (A2), (2.16), (2.17), and (2.13) that

∫ 1

0

(
c∞

1− c∞

)γ ∫ Q0

Q∞

hγ −Qγ∞
h2

dhdx

≤ C

∫ 1

0

(
c∞

1− c∞

)γ

Q−2
∞ |Q0 −Q∞||Qγ

0 −Qγ
∞|dx

≤ C

∫ 1

0

(
c∞

1− c∞

)γ

Q−2
∞ γξγ−1 |Q0 −Q∞|2 dx

≤ C

∫ 1

0
x1−3α (Q0 −Q∞)2 dx ≤ Cε0,

where ξ is between Q0 and Q∞ and we have used that Q∞ ∼ xα. And it follows from (2.13)
and (A1) that

∫ 1

0

Qγ−1
0

ρl(γ − 1)

[(
c0

1− c0

)γ

−
(

c∞
1− c∞

)γ]
dx

=
∫ 1

0

Qγ−1
0

ρl(γ − 1)

(
c0

1− c0

)γ [
1− exp

∫ +∞

0
γA(x, s)ds

]
dx

≤ C

∫ 1

0

(
c0

1− c0

)(
c0

1− c0
Q0

)γ−1 ∣∣1− e−γCε0
∣∣ dx ≤ Cε0.

Using the above estimates, (3.4) and Gronwall inequality, we can get (3.1). This completes
the proof. ¤

Lemma 3.2. Under the conditions in Theorem 2.1, we have,

C3

(
c∞

1− c∞
Q∞

)
(x) ≤

(
c

1− c
Q

)
(x, t) ≤ C4

(
c∞

1− c∞
Q∞

)
(x), (3.5)

where (x, t) ∈ Ω = {(x, t) : 0 ≤ x ≤ 1, t ≥ 0}, C3 and C4 are two positive constants, indepen-
dent of t.

Proof. Let Y (x, t) =
(

c
1−cQ

)β
(x, t)

(
c∞

1−c∞Q∞
)−β

(x), then due to the first two equations of
(2.5), we have

Yt =β

(
c

1− c
Q

)β−1 [(
c

1− c

)

t

Q +
(

c

1− c

)
Qt

](
c∞

1− c∞
Q∞

)−β

=β

(
c

1− c
Q

)β−1 [(
c

1− c

)
AQ− ρl

(
c

1− c

)
Q2ux

](
c∞

1− c∞
Q∞

)−β

=βY (x, t)A− ρlβ

(
c

1− c

)β

Qβ+1ux

(
c∞

1− c∞
Q∞

)−β

. (3.6)

It follows from (2.5)3 that
(

c

1− c

)β

Qβ+1ux =
∫ x

0

(
1

1− c
u

)

t

dx +
(

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ

. (3.7)

Then substituting (3.7) into (3.6), we have

Yt =βY (x, t)A− ρlβ

((
c∞

1− c∞
Q∞

)−β ∫ x

0

(
1

1− c
u

)
dx

)

t

+ βρl

(
c∞

1− c∞
Q∞

)γ−β

[1− Y
γ
β ].

(3.8)

Claim : Y (t) ≤ max{1, Y0}+ C(Cε0)
1
2 := C3.
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It suffices to verify the above claim for points t = t2 such that Y (t2) > max{1, Y0}. By virtue
of the continuity of Y on R+ and the initial condition Y (0) ≤ max{1, Y0} for each such points
(if any), there exists a point t1 ∈ [0, t2) such that

Y (t) > max{1, Y0} for t1 < t ≤ t2,

and Y (t1) = max{1, Y0}. Firstly, we notice that for any 0 ≤ t1 < t2,∣∣∣∣∣
∫ t2

t1

ρlβ

((
c∞

1− c∞
Q∞

)−β ∫ x

0

(
1

1− c
u

)
dx

)

t

dτ

∣∣∣∣∣

≤C

(
c∞

1− c∞
Q∞

)−β

x
1
2 sup

t≥0

(∫ 1

0

(
1

1− c
u

)2

dx

) 1
2

≤C(Cε0)1/2.

(3.9)

Here we have used (2.12) and (3.1) and the following fact,
(

c∞
1− c∞

Q∞

)−β

x
1
2 ≤ C,

which follows from (2.16) and the restriction γ ≥ 2β directly. Integrating the differential
equation (3.8) over (t1, t2), and taking into account the choice of the points t1 and t2,

Y (t2) =Y (t1) + β

∫ t2

t1

Y (x, s)A(x, s)ds− ρlβ

∫ t2

t1

((
c∞

1− c∞
Q∞

)−β ∫ x

0

(
1

1− c
u

)
dx

)

t

ds

+ βρl

∫ t2

t1

(
c∞

1− c∞
Q∞

)γ−β

[1− Y
γ
β ]ds

≤max{1, Y0}+ β max{1, Y0}
∫ t2

t1

A(x, s)ds + C(Cε0)1/2.

Since A ≤ 0, the claim holds true.
Next, we estimate the lower bound of Y (x, t). Similar to the estimate of the upper bound

of Y (x, t), one has
Y (t) ≥ min{1, Y0} − 2C(Cε0)

1
2 := C4.

It suffices to verify the above inequality for points t = t2 such that Y (t2) < min{1, Y0}, for
each such points (if any), there exists a point t1 ∈ [0, t2) such that

Y (t) < min{1, Y0} for t1 < t ≤ t2,

and Y (t1) = min{1, Y0}. Therefore, we have

Y (t2) =Y (t1) + β

∫ t2

t1

Y (x, s)A(x, s)ds− ρlβ

∫ t2

t1

((
c∞

1− c∞
Q∞

)−β ∫ x

0

(
1

1− c
u

)
dx

)

t

ds

+ βρl

∫ t2

t1

(
c∞

1− c∞
Q∞

)γ−β

[1− Y
γ
β ]ds

≥min{1, Y0} − β min{1, Y0}
∫ t2

t1

‖A(·, s)‖L∞ds− C(Cε0)1/2

≥min{1, Y0} − 2C(Cε0)1/2.

Here we have used that for any t1 ≤ t ≤ t2,∫ t2

t1

Y Ads ≥
∫ t2

t1

min{1, Y0}Ads ≥ −min{1, Y0}
∫ t2

t1

‖A(·, s)‖L∞([0,1])ds ≥ −C(Cε0)
1
2 ,

since A ≤ 0 and
∫ t
0 ‖A(·, s)‖L∞([0,1])ds ≤ Cε0. The proof of Lemma 3.2 is complete. ¤
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It is interesting to note that both the size
∫ t
0 ‖A(·, s)‖L∞([0,1])ds ≤ Cε0 and the sign of

A(x, t) are essential in the proof of the upper bound and lower bound of
(

c
1−cQ

)
.

Lemma 3.3. Under the conditions in Theorem 2.1, it holds that
∫ t

0

∫ 1

0
u2dxds ≤ C, (3.10)

where C is a positive constant, independent of t.

Proof. Since u(1, t) = 0, we have

|u(x, t)| ≤
∫ 1

x
|uy(y, t)|dy

=
∫ 1

x
|uy(y, t)|

(
c

1− c

)β
2

Q
1+β

2

(
c

1− c

)−β
2

Q− 1+β
2 dy

≤
(∫ 1

x

(
c

1− c

)β

Q1+βu2
ydy

) 1
2
(∫ 1

x

(
c

1− c

)−β

Q−(1+β)dy

) 1
2

≤ C

(∫ 1

x

(
c

1− c

)β

Q1+βu2
ydy

) 1
2
(∫ 1

x

(
c

1− c

)(
c

1− c
Q

)−(1+β)

dy

) 1
2

.

It is easy to see from (2.16), (3.5) and Proposition 2.1 that
∫ 1

0

∫ 1

x

(
c

1− c

)(
c

1− c
Q

)−(1+β)

dydx ≤ C

∫ 1

0

∫ 1

x
y
−αγ+β

γ dydx ≤ C,

provided β < 2γ − αγ, and
∫ 1

0
u2dx ≤ C

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx. (3.11)

Using Lemma 3.1, we get (3.10) immediately. This completes the proof of Lemma 3.3.
¤

For the next result we must make use of some regularity on A(·, t) relatively time variable.
As stated in assumption (A1) we shall assume that

∫ t
0 ‖At(·, s)‖2

L∞([0,1])ds ≤ C.

Lemma 3.4. Under the conditions in Theorem 2.1, it holds that
∫ 1

0
u2

t dx +
∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx ≤ C, (3.12)

where C is a positive constant, independent of t.

Proof. Differentiating (2.5)3 with respect to t, multiplying the resulting equation by ut and
integrating over [0, 1] with respect to x, we have

1
2

d

dt

∫ 1

0

(
1

1− c

)
u2

t dx +
∫ 1

0

((
c

1− c
Q

)γ)

xt

utdx

=− 3
2

∫ 1

0

(
c

1− c

)
Au2

t dx−
∫ 1

0
u

(
c

1− c

)
A2utdx−

∫ 1

0
u

(
c

1− c

)
Atutdx

+
∫ 1

0

((
c

1− c

)β

Q1+βux

)

xt

utdx. (3.13)
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Using the boundary conditions (2.6) and integrating by parts, we have

∫ 1

0

((
c

1− c
Q

)γ)

xt

utdx = −
∫ 1

0

((
c

1− c
Q

)γ)

t

uxtdx

= γρl

∫ 1

0

(
c

1− c

)γ

Qγ+1uxuxtdx− γ

∫ 1

0

(
c

1− c
Q

)γ

Auxtdx, (3.14)

and

∫ 1

0

((
c

1− c

)β

Q1+βux

)

xt

utdx = −
∫ 1

0

((
c

1− c

)β

Q1+βux

)

t

uxtdx

= (1 + β)ρl

∫ 1

0

(
c

1− c

)β

Q2+βu2
xuxtdx−

∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx

− β

∫ t

0

(
c

1− c

)β

Q1+βAuxuxtdx.

(3.15)

Substituting (3.14) and (3.15) into (3.13), and using Cauchy inequality, we get

1
2

d

dt

∫ 1

0

(
1

1− c

)
u2

t dx +
∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx

=− 3
2

∫ 1

0

(
c

1− c

)
Au2

t dx−
∫ 1

0
u

(
c

1− c

)
A2utdx−

∫ 1

0
u

(
c

1− c

)
Atutdx

+ (1 + β)ρl

∫ 1

0

(
c

1− c

)β

Q2+βu2
xuxtdx− β

∫ t

0

(
c

1− c

)β

Q1+βAuxuxtdx

− γρl

∫ 1

0

(
c

1− c

)γ

Qγ+1uxuxtdx + γ

∫ 1

0

(
c

1− c
Q

)γ

Auxtdx

≤C

∫ 1

0
(|A|+ |At|2)

(
1

1− c

)
u2

t dx + C

∫ 1

0
|A|3

(
c

1− c

)
u2dx + C

∫ 1

0

(
c

1− c

)
u2dx

+
1
2

∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx + C

∫ 1

0

(
c

1− c

)β

Qβ+3u4
xdx + C

∫ 1

0

(
c

1− c

)β

Qβ+1u2
xA2dx

+ C

∫ 1

0

(
c

1− c

)2γ−β

Q2γ−β+1u2
xdx + C

∫ 1

0

(
c

1− c

)2γ−β

Q2γ−β−1A2dx, (3.16)
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which implies

1
2

d

dt

∫ 1

0

(
1

1− c

)
u2

t dx +
1
2

∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx

≤C

∫ 1

0
(|A|+ |At|2)

(
1

1− c

)
u2

t dx + C

∫ 1

0
|A|3

(
c

1− c

)
u2dx + C

∫ 1

0

(
c

1− c

)
u2dx

+ C

∫ 1

0

(
c

1− c

)2γ−2β

Q2γ−2β

(
c

1− c

)β

Q1+βu2
xdx + C

∫ 1

0

(
c

1− c

)β

Q1+βu2
x(Qux)2dx

+ C

∫ 1

0

(
c

1− c

)β

Qβ+1u2
xdx + C‖A‖2

L∞[0,1]

∫ 1

0

(
c

1− c

)(
c

1− c
Q

)2γ−β−1

dx

≤C

∫ 1

0
(|A|+ |At|2)

(
1

1− c

)
u2

t dx + C

∫ 1

0
u2dx + C

∫ 1

0

(
c

1− c

)β

Q1+βu2
x(Qux)2dx

+ C

∫ 1

0

(
c

1− c

)β

Qβ+1u2
xdx + C‖A‖2

L∞([0,1]), (3.17)

where we have used (3.5). By (2.16) and Lemma 3.1, we get

(Qux)2 =

((
c

1− c

)β

Q1+βux

)2 (
c

1− c
Q

)−2β

=
(

c

1− c
Q

)−2β {∫ x

0

(
1

1− c
u

)

t

dy +
(

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ}2

≤ C

(
c

1− c
Q

)−2β
{(∫ x

0

(
1

1− c
u

)

t

dy

)2

+
(

c

1− c
Q

)2γ

+
(

c∞
1− c∞

Q∞

)2γ
}

≤ C

(
c

1− c
Q

)−2β

x

∫ 1

0

[
1

1− c
ut +

(
1

1− c

)

t

u

]2

dx + C

≤ C

∫ 1

0

(
1

1− c

)2

u2
t dx + C.

(3.18)
Here we have used the fact

(
c

1− c
Q

)−2β

x ≤ C,

∫ 1

0

(
c

1− c

)2

A2u2dx ≤ C,

which follow from β ≤ γ

2
and Lemma 3.1 respectively. Then it follows from (3.17), (3.18)

that

d

dt

∫ 1

0

(
1

1− c

)
u2

t dx +
∫ 1

0

(
c

1− c

)β

Q1+βu2
xtdx

≤ C

(∫ 1

0

(
c

1− c

)β

Qβ+1u2
xdx + ‖A‖L∞([0,1]) + ‖At‖2

L∞([0,1])

)∫ 1

0

(
1

1− c

)
u2

t dx

+C

∫ 1

0

(
c

1− c

)β

Qβ+1u2
xdx + C‖A‖2

L∞([0,1]) + C

∫ 1

0
u2dx. (3.19)



14 STEINAR EVJE, QINGQING LIU, AND CHANGJIANG ZHU*

According to assumption (A4), β ≤ γ+αγ
3 , and taking care of (2.5)3, using the following fact

(
c0

1− c0
Q0

)γ

x

=
γ

β

(
c0

1− c0
Q0

)γ−β (
c0

1− c0
Q0

)β

x

=
γ

β

(
c0

1− c0
Q0

)γ−β
[(

c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

]

+
γ

β

(
c0

1− c0
Q0

)γ−β (
c∞

1− c∞
Q∞

)β

x

≤ Cx
γ−β

γ

∣∣∣∣∣
(

c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

∣∣∣∣∣ + C

≤ Cx
3γ−β−αγ

4γ
+ γ−3β+αγ

4γ

∣∣∣∣∣
(

c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

∣∣∣∣∣ + C

≤ Cx
3γ−β−αγ

4γ

∣∣∣∣∣
(

c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

∣∣∣∣∣ + C,

we obtain
∫ 1
0 u2

t (x, 0)dx ≤ C. Then (3.19), Gronwall inequality, Lemma 3.1 and Lemma 3.3
imply (3.12). This proves Lemma 3.4. ¤

Corollary 3.1. It follows from (3.12) and (3.18) that

‖Qux‖L∞([0,1]×[0,∞)) ≤ C, (3.20)

where C is a positive constant, independent of t.

Lemma 3.5. Assume the conditions in Theorem 2.1 hold, and let θ be a fixed constant.
(i) if θ > 0, then

∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c

1− c
Q

)θ

−
(

c∞
1− c∞

Q∞

)θ
)

dxds ≤ C,

(ii) if θ ∈ (0, γ+αγ−β
2 ], then

∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds ≤ C,

where C is a positive constant, independent of t.

Proof. We only prove (ii) here, since the proof of (i) is similar to the proof of (ii). Due to
(2.5)3, using the second equation of (2.5) and (2.16), we have

(
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ

=−
∫ x

0

(
1

1− c
u

)

t

dy +
(

c

1− c

)β

Q1+βux

=−
∫ x

0

(
1

1− c
u

)

t

dy − 1
ρlβ

(
c

1− c
Q

)β

t

+
1
ρl

(
c

1− c
Q

)β

A.
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It follows that

∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds

= − 1
βρl

∫ t

0

∫ 1

0

(
c

1− c
Q

)β

t

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds

−
∫ t

0

∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)∫ x

0

(
1

1− c
u

)

t

dydxds

+
1
ρl

∫ t

0

∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)(

c

1− c
Q

)β

Adxds

= I1 + I2 + I3,

where

I1 = − 1
βρl

∫ t

0

∫ 1

0

(
c

1− c
Q

)β

t

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds

=
1

ρlβ

∫ 1

0

((
c0

1− c0
Q0

)β

−
(

c

1− c
Q

)β
)(

c∞
1− c∞

Q∞

)−θ

dx

+
1
ρl

∫ t

0

∫ 1

0

(
c

1− c
Q

)β−θ−1 (
c

1− c
Q

)

t

dsdx

= I
(1)
1 + I

(2)
1 .

By using (A2), (2.16) and (3.5), one easily gets

∣∣∣I(1)
1

∣∣∣ ≤ C

∫ 1

0
x

β−θ
γ dx ≤ C, (3.21)

provided θ < β + γ.

Next we estimate I
(2)
1 by two cases.

Case 1: β 6= θ.

In this case, if θ < β + γ, similarly to (3.21), we have

∣∣∣I(2)
1

∣∣∣ =

∣∣∣∣∣
1

ρl(β − θ)

∫ 1

0

((
c

1− c
Q

)β−θ

−
(

c0

1− c0
Q0

)β−θ
)

dx

∣∣∣∣∣ ≤ C.

Case 2: β = θ.

In this case, also by (A2), (3.5) and (2.16), we have

∣∣∣I(2)
1

∣∣∣ =
∣∣∣∣
1
ρl

∫ 1

0

(
ln

(
c

1− c
Q

)
− ln

(
c0

1− c0
Q0

))
dx

∣∣∣∣ ≤ C

∫ 1

0
| lnC|dx ≤ C.

Hence, if θ < β + γ, we have

|I1| ≤ C. (3.22)
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Now we estimate I2 as follows:

I2 = −
∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)∫ x

0

1
1− c

udydx

+
∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c0

1− c0
Q0

)−θ
)∫ x

0

1
1− c0

u0dydx

+
∫ t

0

∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

t

(∫ x

0

1
1− c

udy

)
dxds

= I
(1)
2 + I

(2)
2 ,

where

∣∣∣I(1)
2

∣∣∣ ≤
∫ 1

0

∣∣∣∣∣

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)(∫ x

0

1
1− c

udy

)∣∣∣∣∣ dx

+
∫ 1

0

∣∣∣∣∣

((
c∞

1− c∞
Q∞

)−θ

−
(

c0

1− c0
Q0

)−θ
)∫ x

0

1
1− c0

u0dy

∣∣∣∣∣ dx

≤ C

∫ 1

0
x
− θ

γ x
1
2





(∫ 1

0

(
1

1− c

)2

u2dx

) 1
2

+

(∫ 1

0

(
1

1− c0

)2

u2
0dx

) 1
2



 dx

≤ C

∫ 1

0
x

1
2
− θ

γ dx ≤ C. (3.23)

Here, θ < 3
2γ, (A2), (2.16), (3.1), (3.5) and Hölder inequality were used.

From (2.5)1 and (2.5)2, Hölder inequality, we have

I
(2)
2 =

∫ t

0

∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

t

(∫ x

0

1
1− c

udy

)
dxds

= −ρlθ

∫ t

0

∫ 1

0

(
c

1− c

)−θ

Q1−θux

(∫ x

0

1
1− c

udy

)
dxds

+θ

∫ t

0

∫ 1

0

(
c

1− c
Q

)−θ

A

(∫ x

0

1
1− c

udy

)
dxds

≤ C

(∫ t

0

∫ 1

0
x

(
c

1− c

)−β−2θ

Q1−β−2θ

(
c

1− c

)β

Q1+βu2
xdxds

) 1
2
(∫ t

0

∫ 1

0

(
1

1− c
u

)2

dxds

) 1
2

+
∫ t

0

∫ 1

0
x

1
2

(
c

1− c
Q

)−θ

A

(∫ x

0

(
1

1− c
u

)2

dx

) 1
2

dxds

≤ C sup
[0,1]×[0,∞)

(
x

1− c

c

(
c

1− c
Q

)1−β−2θ
) 1

2
(∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdxds

) 1
2

+C

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

1
2

(
c

1− c
Q

)−θ

dxds

≤ C, (3.24)
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provided θ ≤ γ−β+αγ
2 . Here we have use the assumption (A1), (2.16), (3.1), (3.5) and (3.10).

Next, we estimate I3,

I3 =
1
ρl

∫ t

0

∫ 1

0

((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)(

c

1− c
Q

)β

Adxds

≤
∫ t

0

∫ 1

0
x

β−θ
γ Adxds ≤

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

β−θ
γ dxds ≤ C. (3.25)

Note that γ > 1, α ≤ 1
γ and β ∈ (0, γ

2 ] imply that (0, β + γ) ∩ (0, γ+αγ−β
2 ] ∩ (0, 3

2γ) =

(0, γ+αγ−β
2 ]. It follows from (3.21)-(3.25) that (ii) holds. This completes the proof of Lemma

3.5. ¤

Lemma 3.6. Assume the conditions in Theorem 2.1 hold, then

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dx

+
∫ t

0

∫ 1

0
x

5γ−3β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxdt ≤ C, (3.26)

where C is a positive constant, independent of t.

Proof. From (2.5) and (2.16), we get

((
c

1− c
Q

)β
)

tx

− β

((
c

1− c
Q

)β

A

)

x

+ βρl(E(c,Q)ux)x = 0,

and

γ

((
c∞

1− c∞
Q∞

)β
)

x

=
βg(

c∞
1−c∞Q∞

)γ−β
.

Hence, combining these with (2.5), we get

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

t

+ γρl

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

= βρ2
l γ

1
1− c

(
c

1− c
Q

)γ−β

u + βρlg


1−

(
c

1−cQ
)γ−β

(
c∞

1−c∞Q∞
)γ−β


 + β

((
c

1− c
Q

)β

A

)

x

.

(3.27)
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Multiplying (3.27) by x
3γ−β−αγ

2γ

((
c

1−cQ
)β

x
−

(
c∞

1−c∞Q∞
)β

x
+ βρl

1
1−cu

)
, then integrating the

resulting equation on [0, 1]× [0, t], we get

1
2

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dx

+γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

=
1
2

∫ 1

0
x

3γ−β−αγ
2γ

((
c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c0
u0

)2

dx

+βρ2
l γ

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)
1

1− c

(
c

1− c
Q

)γ−β

udxds

+βρlg

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)
1−

(
c

1−cQ
)γ−β

(
c∞

1−c∞Q∞
)γ−β


 dxds

+β

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)((
c

1− c
Q

)β

A

)

x

dxds

=
4∑

i=1

Ji,

(3.28)
Now we estimate J1–J4 as follows:

First, by the assumption (A4), and Cauchy-Schwarz inequality, we have

J1 ≤ C,

J2 ≤ 1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+C

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β (
1

1− c

)2

u2dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+C

∫ t

0

∫ 1

0
x

5γ−3β−αγ
2γ

(
1

1− c

)2

u2dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds + C,
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J3 ≤ 1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+C

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)β−γ


1−

(
c

1−cQ
)γ−β

(
c∞

1−c∞Q∞
)γ−β




2

dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+C

∫ t

0

∫ 1

0
W (x, t)

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds,

where

W (x, t) =
x

3γ−β−αγ
2γ

(
c

1−cQ
)β−γ (

c∞
1−c∞Q∞

)2β−2γ
{(

c∞
1−c∞Q∞

)γ−β
−

(
c

1−cQ
)γ−β

}2

{(
c

1−cQ
)γ
−

(
c∞

1−c∞Q∞
)γ}{(

c∞
1−c∞Q∞

)−θ
−

(
c

1−cQ
)−θ

} .

It is easy to see that

|W (x, t)| ≤ Cx
β−γ+2θ−αγ

2γ ≤ C,

provided θ = αγ+γ−β
2 . In the following, we devote ourselves to deal with J4, which contains

the function A(x, t).

J4 = β

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×
((

c

1− c
Q

)β

x

A−
(

c∞
1− c∞

Q∞

)β

x

A

)
dxds

+ β

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×
(

β

γ

(
c∞

1− c∞
Q∞

)β−γ

gA +
(

c

1− c
Q

)β

Ax

)
dxds = J

(1)
4 + J

(2)
4 ,
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J
(1)
4 ≤ C

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+C

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

1
1− c

u

((
c

1− c
Q

)β

x

A−
(

c∞
1− c∞

Q∞

)β

x

A

)
dxds

≤ C

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+C

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)β−γ (
1

1− c
u

)2

A2dxds

≤ C + C

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds,

J
(2)
4 ≤

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+C

∫ t

0
‖A‖L∞[0,1]

∫ 1

0
x

3γ−β−αγ
2γ

(
c∞

1− c∞
Q∞

)2β−2γ

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dx

+C

∫ t

0
‖Ax‖2

L∞[0,1]

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)β−γ (
c

1− c
Q

)2β

dxds

≤ C + C

∫ t

0
‖A‖L∞([0,1])

∫ 1

0
x

3γ−β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
x

3γ−β−αγ
2γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dx.

Here we have used the assumption (A1), (2.16) and (3.5). Taking θ = αγ+γ−β
2 in Lemma 3.5

(ii), substituting J1-J4 into (3.28), we obtain (3.26) immediately by using Gronwall inequality.
This completes the proof of Lemma 3.6. ¤

4. Asymptotic behavior

To apply the uniform estimates obtained above to study the asymptotic behavior of(
c

1−cQ
)

(x, t) and u(x, t), we introduce the following lemma (cf. [3, 28, 20]), and omit the
details of the proof.

Lemma 4.1. Suppose that y ∈ W 1,1
loc (R+) satisfies

y = y′1 + y2,
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and

|y2| ≤
n∑

i=1

αi,
∣∣y′

∣∣ ≤
n∑

i=1

βi, on R+,

where y1 ∈ W 1,1
loc (R+), lim

s→+∞ y1(s) = 0 and αi, βi ∈ Lpi(R+) for some pi ∈ [1,∞), i =

1, · · · , n. Then
lim

s→+∞ y(s) = 0.

Proof of Theorem 2.1.
At first, we consider the convergence of u(x, t). To this end, motivated by [19], we introduce

a function of t as follows:

f(t) =
∫ 1

0

(
c∞

1− c∞

)β

Q1+β
∞ u2

xdx.

Then by Lemma 2.1 and Lemma 3.1, we get
∫ ∞

0
|f(t)|dt =

∫ ∞

0

∫ 1

0

(
c∞

1− c∞

)β

Q1+β
∞ u2

xdxdt

≤ C

∫ ∞

0

∫ 1

0

(
c

1−c
c∞

1−c∞

)(
c

1− c

)β

Q1+βu2
xdxdt

≤ C.

Furthermore, by Lemmas 2.1, 3.1, 3.2, 3.4 and Cauchy inequality, we have
∫ ∞

0

∣∣∣∣
df(t)
dt

∣∣∣∣ dt ≤
∫ ∞

0

∫ 1

0

(
c∞

1− c∞

)β

Q1+β
∞ u2

xdxdt +
∫ ∞

0

∫ 1

0

(
c∞

1− c∞

)β

Q1+β
∞ u2

xtdxdt ≤ C.

It follows from Lemma 4.1 that

lim
t→∞

∫ 1

0

(
c∞

1− c∞

)β

Q1+β
∞ u2

xdx = 0.

Therefore, by Hölder inequality, we have for x ∈ [δ, 1] with 0 < δ < 1,

|u(x, t)| =
∣∣∣∣
∫ 1

x
uz(z, t)dz

∣∣∣∣ =

∣∣∣∣∣
∫ 1

x

(
c∞

1− c∞

)β
2

Q
1+β

2∞ uz(z, t)
(

c∞
1− c∞

)−β
2

Q
− 1+β

2∞ dz

∣∣∣∣∣

≤
(∫ 1

0

(
c∞

1− c∞

)β

Qβ+1
∞ u2

x(x, t)dx

) 1
2
(∫ 1

δ

(
c∞

1− c∞

)−β

Q−(1+β)
∞ dx

) 1
2

≤ C

(∫ 1

0

(
c∞

1− c∞

)β

Qβ+1
∞ u2

x(x, t)dx

) 1
2

→ 0, (4.1)

as t →∞, i.e.,

lim
t→∞ sup

x∈[δ,1]
u(x, t) = 0. (4.2)

Furthermore, when δ = 0,
∫ 1

0

(
c∞

1− c∞

)−β

Q−(1+β)
∞ dx ≤

∫ 1

0
x

1
γ
−α

x
− 1+β

γ dx ≤ C,

provided β < γ − αγ. Thus, when β < γ − αγ, we have

lim
t→∞ sup

x∈[0,1]
u(x, t) = 0. (4.3)
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Next we consider the convergence of
(

c
1−cQ

)
(x, t). Firstly, we shall show that

(
c

1−cQ
)

(x, t)

tends to the stationary state
(

c∞
1−c∞Q∞

)
(x) in the sense of integral as t → ∞. The similar

conclusion for Navier-Stokes equation was obtained in [3, 28, 30] before.
Taking θ = γ in Lemma 3.5 (i), we have

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx ∈ L1(R+). (4.4)

On the other hand, it is easy to see that

∣∣∣∣∣
d

dt

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx

∣∣∣∣∣

≤ C

∣∣∣∣
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)(
c

1− c

)γ

Qγ+1uxdx

∣∣∣∣

+C

∣∣∣∣
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)(
c

1− c
Q

)γ

Adx

∣∣∣∣

≤ C

(∫ 1

0

(
c

1− c

)2γ−β

Q2γ+1−βdx

) 1
2
(∫ 1

0

(
c

1− c
Q

)β

Q1+βu2
xdx

) 1
2

+ C‖A(s)‖L∞([0,1])

≤ C

(∫ 1

0

(
c

1− c
Q

)β

Q1+βu2
xdx

) 1
2

+ C‖A(s)‖L∞([0,1]).

(4.5)
Let y1 = 0 and y2 be defined by (4.4) in Lemma 4.1. Clearly, the first term on the right side
of (4.5) is in L2([0,+∞)) and the second term in L1([0,+∞)). Then Lemma 4.1 yields

lim
t→∞

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx = 0. (4.6)

Consequently,

∫ 1

0

((
c

1− c
Q

)
−

(
c∞

1− c∞
Q∞

))2γ

dx

=
∫ 1

0

((
c

1−cQ
)
−

(
c∞

1−c∞Q∞
))2γ

((
c

1−cQ
)γ
−

(
c∞

1−c∞Q∞
)γ)2

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx

≤ C

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx → 0, as t →∞. (4.7)

For q ∈ (0, 2γ), we have from (4.7) and Hölder inequality that

∫ 1

0

∣∣∣∣
c

1− c
Q− c∞

1− c∞
Q∞

∣∣∣∣
q

dx ≤ C

(∫ 1

0

(
c

1− c
Q− c∞

1− c∞
Q∞

)2γ

dx

) q
2γ

→ 0. (4.8)
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On the other hand, for q ∈ (2γ,∞), we have from (2.16) and (3.5) that
∫ 1

0

∣∣∣∣
c

1− c
Q− c∞

1− c∞
Q∞

∣∣∣∣
q

dx

=
∫ 1

0

∣∣∣∣
c

1− c
Q− c∞

1− c∞
Q∞

∣∣∣∣
q−2γ (

c

1− c
Q− c∞

1− c∞
Q∞

)2γ

dx

≤ C

∫ 1

0

(
c

1− c
Q− c∞

1− c∞
Q∞

)2γ

dx → 0. (4.9)

Hence, by (4.8) and (4.9), we get
∥∥∥∥
(

c

1− c
Q− c∞

1− c∞
Q∞

)
(·, t)

∥∥∥∥
Lq([0,1])

→ 0, as t →∞, q ∈ (0,∞). (4.10)

We are now in a position to show the uniform convergence of
(

c
1−cQ

)
(x, t). To this end,

choosing a positive number k large enough, which is to be determined later, applying Hölder
inequality, (2.16) and (3.5), we have by

(
c

1−cQ
)

(0, t) =
(

c∞
1−c∞Q∞

)
(0) = 0,

0 ≤
∣∣∣∣
(

c
1−cQ

)β
(x, t)−

(
c∞

1−c∞Q∞
)β

(x)
∣∣∣∣
k

≤ k

∫ x

0

∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣
k−1 ∣∣∣∣∣

((
c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)

x

∣∣∣∣∣ dy

≤ k




∫ 1

0

(
c∞

1− c∞
Q∞

)−η
∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣
2k−2

dx




1
2

×



∫ 1

0

(
c∞

1− c∞
Q∞

)η
((

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)2

x




1
2

≤ C




∫ 1

0

∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣
2k−2− η

β

dx




1
2

×



∫ 1

0

(
c∞

1− c∞
Q∞

)η
((

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)2

x




1
2

, (4.11)

where η = 3γ−β−αγ
2 . Note that

∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣ ≤ C

∣∣∣∣
(

c

1− c
Q

)
−

(
c∞

1− c∞
Q∞

)∣∣∣∣
min{β,1}

. (4.12)

Now letting 2k − 2− η
β > 0, we deduce from (4.10), (4.11) and Lemma 3.6 that

lim
t→∞

∣∣∣∣∣
(

c

1− c
Q

)β

(x, t)−
(

c∞
1− c∞

Q∞

)β

(x)

∣∣∣∣∣
k

= 0, (4.13)

uniformly in x ∈ [0, 1], and (2.18) follows. This completes the proof of Theorem 2.1.

5. Stabilization rate estimates

In this section, using the method in [28], we will give the stabilization rate estimates of the
weak solution

((
c

1−cQ
)

(x, t), u(x, t)
)

under the condition β ∈ (0, γ−αγ)∩ (0, γ
2 ]∩ (0, γ+αγ

3 ].
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Compared with the corresponding results in [28, 30], the only difference is that we must deal
with the terms involving function A(x, t).

Lemma 5.1. Assume the conditions in Theorem 2.2 hold, we have
∫ 1

0

(
u2 + x1−3α (Q−Q∞)2

)
dx ≤ C

1 + t
, ∀ t ≥ 0, (5.1)

and
∫ ∞

0

∫ 1

0
(1 + t)

(
c

1− c

)β

Q1+βu2
xdxdt ≤ C. (5.2)

Proof. Multiplying (3.3) by (1 + t) and taking integration over [0, t], we get

(1 + t)
∫ 1

0

{
1
2

(
1

1− c

)
u2 +

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dx

+ (1 + t)
∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx +
∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)β

Q1+βu2
xdxds

≤
∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0

{
1
2

(
1

1− c

)
u2 +

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dxds

+
1
2

∫ 1

0

(
1

1− c0

)
u2

0dx +
∫ 1

0

Qγ−1
0

ρl(γ − 1)

[(
c0

1− c0

)γ

−
(

c∞
1− c∞

)γ]
dx

+
∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q0

Q∞

hγ −Qγ∞
h2

dhdx

+
∫ t

0

∫ 1

0

{
1
2

(
1

1− c

)
u2 +

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dxds

+
∫ t

0

∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdxds

≤
∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0

{
1
2

(
1

1− c

)
u2 +

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]}
dxds

+
∫ t

0

∫ 1

0

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
dxds

+
∫ t

0

∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdxds + C,

where we have used Lemma 3.1 and Lemma 3.3. Furthermore, due to (2.11), (2.13) and the
assumption (2.21) we can estimate as follows:

∫ t

0

∫ 1

0

Qγ−1

ρl(γ − 1)

[(
c

1− c

)γ

−
(

c∞
1− c∞

)γ]
dxds

=
1

ρl(γ − 1)

∫ t

0

∫ 1

0
Q−1

(
c

1− c
Q

)γ
[
1−

(
c∞

1− c∞

)γ (
c

1− c

)−γ
]

dxds

=
1

ρl(γ − 1)

∫ t

0

∫ 1

0
Q−1

(
c

1− c
Q

)γ [
1− exp

(
γ

∫ +∞

s
A(x, τ)dτ

)]
dxds

≤ C

∫ t

0

∫ 1

0
x1−α

[
1− exp

(
−γ

∫ +∞

s
‖A(·, τ)‖L∞([0,1])dτ

)]
dxds

≤ C

∫ t

0

[
1− exp

(
−γ

∫ +∞

s
‖A(·, τ)‖L∞([0,1])dτ

)]
ds ≤ C,
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and ∫ t

0

∫ 1

0

1
ρl

(
c∞

1− c∞

)γ ∫ Q

Q∞

hγ −Qγ∞
h2

dhdx

≤ C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

∣∣∣∣
(

c∞
1− c∞

Q

)γ

−
(

c∞
1− c∞

Q∞

)γ∣∣∣∣ dxds

≤ C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

∣∣∣∣
(

c∞
1− c∞

Q

)γ

−
(

c

1− c
Q

)γ∣∣∣∣ dxds

+C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

∣∣∣∣
(

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ∣∣∣∣ dxds

=: A + B,

where

A =C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

∣∣∣∣
(

c∞
1− c∞

Q

)γ

−
(

c

1− c
Q

)γ∣∣∣∣ dxds

=C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

(
c

1− c
Q

)γ
[
1−

(
c∞

1− c∞

)γ (
c

1− c

)−γ
]

dxds

≤C

∫ t

0

∫ 1

0
x1−α

[
1− exp

(
−γ

∫ +∞

s
‖A(·, τ)‖L∞([0,1])dτ

)]
dxds

≤C

∫ t

0

[
1− exp

(
−γ

∫ +∞

s
‖A(·, τ)‖L∞([0,1])dτ

)]
ds ≤ C,

and

B =C

∫ t

0

∫ 1

0
Q−2
∞ |Q−Q∞|

∣∣∣∣
(

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ∣∣∣∣ dxds

=C

∫ t

0

∫ 1

0

Q−2∞ |Q−Q∞|∣∣∣∣
(

c∞
1−c∞Q∞

)−θ
−

(
c

1−cQ
)−θ

∣∣∣∣

∣∣∣∣
(

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ∣∣∣∣

×
∣∣∣∣∣
(

c∞
1− c∞

Q∞

)−θ

−
(

c

1− c
Q

)−θ
∣∣∣∣∣ dxds

≤C

∫ t

0

∫ 1

0
x

θ−αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c∞

1− c∞
Q∞

)−θ

−
(

c

1− c
Q

)−θ
)

dxds

≤C.

Choose θ = αγ, then (5.1) and (5.2) are immediately obtained from Gronwall inequality and
Lemma 3.5. This completes the proof of Lemma 5.1. ¤

Corollary 5.1. Assume the conditions in Theorem 2.2 hold, we have
∫ t

0

∫ 1

0
(1 + s)u2dxds ≤ C. (5.3)

Proof. The result can be easily obtained by (3.11) and Lemma 5.1 and the details are omitted.
¤

Corollary 5.2. Assume the conditions in Theorem 2.2 hold, we have
∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dxds ≤ C. (5.4)
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Proof. Due to (2.5)3, we have

∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

)γ)2

dxds

=
∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

)γ)(
−

∫ x

0

(
1

1− c
u

)

t

dy

)
dxds

+
∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

)γ) ((
c

1− c

)β

Q1+βux

)
dxds

:= J1 + J2.

Next, we estimate terms on the right hand side of the above equality. Integrating by parts
with respect to t,

J1 =
∫ 1

0
x
−β+αγ

γ

((
c0

1− c0
Q0

)γ

−
(

c∞
1− c∞

Q∞

)γ)(∫ x

0

1
1− c0

u0dy

)
dx

−(1 + t)
∫ 1

0
x
−β+αγ

γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)(∫ x

0

1
1− c

udy

)
dx

+
∫ t

0

∫ 1

0
x
−β+αγ

γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)(∫ x

0

1
1− c

udy

)
dxds

+
∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

(
γ

(
c

1− c
Q

)γ

A− γρl

(
c

1− c

)γ

Qγ+1ux

)(∫ x

0

1
1− c

udy

)
dxds.

Thus,

J1 ≤
∫ 1

0
x

1
2
−β+αγ

γ
+1

(∫ 1

0

(
1

1− c0
u0

)2

dy

) 1
2

dx

+(1 + t)
∫ 1

0
x

1
2
−β+αγ

γ
+1−2α (Q−Q∞)2

(∫ 1

0

(
1

1− c
u

)2

dy

) 1
2

dx

+C

∫ t

0

∫ 1

0

(∫ x

0

(
1

1− c
u

)2

dy

)
dxds +

∫ t

0

∫ 1

0
x

1−2αγ+β
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dxds

+C

∫ t

0
(1 + s)

∫ 1

0

(∫ x

0

(
1

1− c
u

)2

dy

)
dxds +

∫ t

0

∫ 1

0
(1 + s)x1−2β+αγ

γ A2

(
c

1− c
Q

)2γ

dxds

+C

∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)β

Q1+βu2
xdxds

+C

∫ t

0

∫ 1

0
(1 + s)x1−2β+αγ

γ

(
c

1− c

)2γ−β

Q2γ−β+1

(∫ 1

0

(
1

1− c
u

)2

dy

)
dxds

≤ C + C(1 + t)
∫ 1

0
x1−3α (Q−Q∞)2 dx + C

∫ t

0

∫ 1

0
u2dxds

+C

∫ t

0

∫ 1

0
(1 + s)u2dxds +

∫ t

0
(1 + s)‖A(s)‖L∞([0,1])ds

∫ 1

0
x

3−2β+αγ
γ dx
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+
∫ t

0

∫ 1

0
x

2−2αγ+β
γ

− θ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c

1− c
Q

)θ

−
(

c∞
1− c∞

Q∞

)θ
)

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x3−α− 3β

γ

(∫ 1

0
u2dy

)
dxds

≤ C,

(5.5)
where we have used the assumption (A2), Lemma 3.1, Lemma 3.3, Lemma 5.1, Corollary 5.1
and θ = 2(γ − αγ − β) > 0 in Lemma 3.5 (i).

By using Young inequality and Lemma 5.1, we have

J2 ≤ 1
4

∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

(
c

1− c

)β

Q1+β

(
c

1− c

)β

Q1+βu2
xdxds

≤ 1
4

∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dxds + C. (5.6)

Then from (5.5), (5.6), we complete the proof of Corollary 5.2. ¤

Lemma 5.2. Assume the conditions in Theorem 2.2 hold, we have

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dx ≤ C

1 + t
, ∀ t ≥ 0, (5.7)

and

∫ ∞

0

∫ 1

0
(1 + t)x4− 3β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxdt ≤ C. (5.8)

Proof. Multiplying (3.27) by (1 + t)x3− 2β+αγ
γ

((
c

1−cQ
)β

x
−

(
c∞

1−c∞Q∞
)β

x
+ βρl

1
1−cu

)
, then

integrating the resulting equation on [0, 1]× [0, t], we get

1
2
(1 + t)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dx

+γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds

=
1
2

∫ 1

0
x

3− 2β+αγ
γ

((
c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c0
u0

)2

dx

+
1
2

∫ t

0

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds



28 STEINAR EVJE, QINGQING LIU, AND CHANGJIANG ZHU*

+βρ2
l γ

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×
(

1
1− c

(
c

1− c
Q

)γ−β

u

)
dxds

+βρlg

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×


1−

(
c

1−cQ
)γ−β

(
c∞

1−c∞Q∞
)γ−β


 dxds

+β

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)((
c

1− c
Q

)β

A

)

x

dxds

=
5∑

i=1

Ji.

(5.9)
Now we estimate J1–J5 as follows:

First, by the assumption (A4), Lemma 3.6, Lemma 5.2 and Cauchy-Schwarz inequality, we
have

J1 ≤
∫ 1

0
x

3γ−3β−αγ
2γ x

3γ−β−αγ
2γ

((
c0

1− c0
Q0

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c0
u0

)2

dx ≤ C,

J2 ≤
∫ t

0

∫ 1

0
x

γ−β−αγ
2γ x

5γ−3β−αγ
2γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)2

dxds ≤ C,

J3 ≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β (
1

1− c

)2

u2dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)

(
1

1− c

)2

u2dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds + C,

J4 ≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)β−γ


1−

(
c

1−cQ
)γ−β

(
c∞

1−c∞Q∞
)γ−β




2

dxds
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≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x−

β+αγ
γ

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dxds

≤ 1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds + C.

In the following, we devote ourselves to deal with J5, which contains the function A(x, t).

J5 = β

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×
((

c

1− c
Q

)β

x

A−
(

c∞
1− c∞

Q∞

)β

x

A

)
dxds

+ β

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+ βρl
1

1− c
u

)

×
(

β

γ

(
c∞

1− c∞
Q∞

)β−γ

gA +
(

c

1− c
Q

)β

Ax

)
dxds = J

(1)
5 + J

(2)
5 ,

where

J
(1)
5 ≤ C

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ
1

1− c
u

((
c

1− c
Q

)β

x

A−
(

c∞
1− c∞

Q∞

)β

x

A

)
dxds

≤ C

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+C

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)β−γ (
1

1− c
u

)2

A2dxds

≤ C + C

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+1

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds,
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J
(2)
5 ≤

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+ C

∫ t

0
‖A‖L∞([0,1])(1 + s)ds

∫ 1

0
x

3− 2β+αγ
γ

(
c∞

1− c∞
Q∞

)2β−2γ

dx

+
1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+ C

∫ t

0
‖Ax‖2

L∞([0,1])(1 + s)
∫ 1

0
x

3− 2β+αγ
γ

(
c

1− c
Q

)β−γ (
c

1− c
Q

)2β

dxds

≤C + C

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

+
βρlu

1− c

)2

dxds

+
1
8
γρl

∫ t

0

∫ 1

0
(1 + s)x3− 2β+αγ

γ

(
c

1− c
Q

)γ−β
((

c

1− c
Q

)β

x

−
(

c∞
1− c∞

Q∞

)β

x

)2

dxds.

Here we have used Corollary 5.1, (3.5), (2.16) and Cauchy inequality. Substituting J1-J5 into
(5.9), we obtain (5.7) and (5.8) immediately by using Gronwall inequality. This completes
the proof of Lemma 5.2. ¤

Lemma 5.3. Assume the conditions in Theorem 2.2 hold, we have
∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx ≤ C

1 + t
, ∀ t ≥ 0, (5.10)

and ∫ ∞

0

∫ 1

0
(1 + t)u2

t dxdt ≤ C. (5.11)

Proof. Multiplying (2.5)3 by (1 + t)ut, integrating the resulting equation over [0, 1] × [0, t],
integrating by parts, we get

∫ t

0

∫ 1

0
(1 + t)

(
1

1− c

)
u2

t dxds +
1
2
(1 + t)

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx

= −
∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)
Auutdxds +

1
2

∫ 1

0

(
c0

1− c0

)β

Q1+β
0 u2

0xdx

+
1
2

∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdxds− 1

2
(1 + β)ρl

∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)β

Q2+βu3
xdxds

+
1
2
β

∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
x(1 + s)Adx

+
∫ t

0

∫ 1

0
(1 + s)

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)
utxdxds

=
6∑

i=1

Ki.

(5.12)
It is easy to see K2 +K3 +K5 ≤ C from the assumptions (A1), (A4), Lemma 3.1 and Lemma
5.1. By using ‖Qux‖L∞ ≤ C and Lemma 5.1, we have

K4 ≤ C‖Qux‖L∞

∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)β

Q1+βu2
xdxds ≤ C. (5.13)
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By using Cauchy inequality and Corollary 5.1, we have

K1 ≤1
2

∫ t

0

∫ 1

0
(1 + s)

1
1− c

u2
t dxds + C

∫ t

0

∫ 1

0
(1 + s)

1
1− c

c2A2u2dxds

≤1
2

∫ t

0

∫ 1

0
(1 + s)

1
1− c

u2
t dxds + C.

In order to complete the proof of Lemma 5.3, it suffices to estimate K6 of the right-hand side
in (5.12).

K6 = (1 + t)
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)
uxdx

−
∫ 1

0

((
c0

1− c0
Q0

)γ

−
(

c∞
1− c∞

Q∞

)γ)
u0xdx

−
∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)
uxdxds

+γρl

∫ t

0

∫ 1

0
(1 + s)

(
c

1− c

)γ

Q1+γu2
xdxds

−γ

∫ t

0

∫ 1

0
(1 + s)

(
c

1− c
Q

)γ

Adxds

≤ 1
4
(1 + t)

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx

+C(1 + t)
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdx

+
∫ 1

0

((
c0

1− c0
Q0

)γ

−
(

c∞
1− c∞

Q∞

)γ)2

dx +
∫ 1

0
u2

0xdx

+
∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdxds

+
∫ t

0

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdxds +

∫ t

0
‖A‖L∞([0,1])(1 + s)

∫ 1

0

(
c

1− c
Q

)γ

dxds

+γρl

∫ t

0

∫ 1

0

(
c

1− c
Q

)γ−β

(1 + s)
(

c

1− c

)β

Q1+βu2
xdxds

≤ C +
1
4
(1 + t)

∫ 1

0

(
c

1− c

)β

Q1+βu2
xdx

+(1 + t)
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdx

+
∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdxds.

(5.14)
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Here, we have used the assumption (A2), (A3), Lemma 3.1, Lemma 3.2, (2.16) and Lemma
5.1. The rest two terms on the right-hand side of (5.14) can be estimated as follows:

(1 + t)
∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdx

≤ C(1 + t)
∫ 1

0
(Q−Q∞)2 x

2−αγ+β
γ

−2α
dx

≤ C(1 + t)
∫ 1

0
(Q−Q∞)2 x1−3αdx

≤ C. (5.15)

And if we take θ = γ − β − αγ > 0 in Lemma 3.5 (i), we have
∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ)2 (
c

1− c

)−β

Q−1−βdxds

=
∫ t

0

∫ 1

0

(
c

1−cQ
)γ
−

(
c∞

1−c∞Q∞
)γ

(
c

1−cQ
)θ
−

(
c∞

1−c∞Q∞
)θ

(
c

1− c

)−β

Q−1−β

×
((

c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c

1− c
Q

)θ

−
(

c∞
1− c∞

Q∞

)θ
)

dxds

≤ C

∫ t

0

∫ 1

0

((
c

1− c
Q

)γ

−
(

c∞
1− c∞

Q∞

)γ) ((
c

1− c
Q

)θ

−
(

c∞
1− c∞

Q∞

)θ
)

dxds

≤ C.

(5.16)
¤

Proof of Theorem 2.2.

Choosing a positive number m large enough, which is to be determined later, applying
Hölder inequality and (2.16), we have by

(
c

1−cQ
)

(0, t) =
(

c∞
1−c∞Q∞

)
(0) = 0,

0 ≤
∣∣∣∣
(

c
1−cQ

)β
(x, t)−

(
c∞

1−c∞Q∞
)β

(x)
∣∣∣∣
m

≤ m

∫ x

0

∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣
m−1 ∣∣∣∣∣

((
c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)

x

∣∣∣∣∣ dy

≤ m




∫ 1

0

∣∣∣∣∣
(

c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
∣∣∣∣∣
2m−2

x
−3+ 2β+αγ

γ dx




1
2

×



∫ 1

0
x

3− 2β+αγ
γ

((
c

1− c
Q

)β

−
(

c∞
1− c∞

Q∞

)β
)2

x




1
2

≤ C(1 + t)−
1
2

(∫ 1

0
x

2β+2αγ−4γ+β(2m−2)
γ

(
x1−3α (Q−Q∞)2

)
dx

) 1
2

.

(5.17)
Taking m = 2γ−αγ

β , then 2β + 2αγ − 4γ + β(2m − 2) = 0. It follows from (5.1) and (5.17)
that (2.22) holds.
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For the velocity function u(x, t), (2.23) follows from (4.1) and (5.10) directly. This com-
pletes the proof of Theorem 2.2.
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