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The Hilbert space

Based upon the enormous success of standard non-relativistic Quantum Mechanics and
of Quantum Electrodynamics, a clear consistent picture of the formal structure of quan-
tum theories has evolved. This has not at all been influenced by the wide variety of
interpretations of quantum mechanics that has been introduced. This general descrip-
tion is conveniently formulated in terms of Dirac’s bra-ket notation.

Any pure, i.e. completely characterized, physical state is characterized by some vector,
called a state vector, which shall be written | ), in an infinite-dimensional complex
vector space, more precisely a Hilbert space, H. Such a vector is also called a “ket” in
the Dirac formalism. Since H is a vector space, the kets can be added and be multiplied
by complex constants, so that if |¢),|1) € H, and a and b are complex numbers, we
have:

|x) =al¢)+bly)eH.

An important point is that |1 ) and c|v ) represents the same physical state, for any
non-zero constant c¢. But if |¢) # | ¢) for any non-zero ¢, the states |¢) and |)
represent different physical states. Thus if we define a ray parallel to | ) as the set
{c|¥)|c € C} (C is the set of all complex numbers), we have a one-to-one relation
between the rays of H and the states of a physical system.

Like any vector space, one can equip H with sets of basis vectors, {|e;)}. For a system
of a fixed finite number of particles, we can even find countable sets of such basis vectors,
which we can assume to be numbered by the natural numbers, |e1 ), |[ea) ... [e;) ....
A Hilbert space where this is possible, is called separable. But, as we shall see, this is
not possible in the extension of the theory to an arbitrary number of particles, i.e. in
quantum field theory.

The basis vectors are linearly independent, which for separable spaces means that all
equations of the form:

Z Yile;) =0,

i=1

only have the solution ¢; = 0 for all <. This and the following results can be extended
to non-separable spaces, but for notational convenience we shall restrict ourselves to
the separable case. From this, one can show that any ket can be expanded in terms of
basis vectors in a unique manner, just like a vector in a finite-dimensional vector space:

[¥) =D _vile:). (2.1a)
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For any Hilbert space, H, one can define a dual vector space, H*, which is isomorphous
to H, i.e. there is a one-to-one, and hence invertible, correspondence between the vectors
of H and H*. The construction of this dual space is not hard, but we shall not need it.
It essentially amounts to a generalization of the observation that in finite dimensional
vector spaces we can map the set of column vectors by transposition on the set of
row vectors in a one-to-one fashion. A vector in H* is called a “bra”. The isomorphy
between the spaces means that all ket’s |9 ) of H are mapped on a bra in H*. The
image of |1 ) we shall write (¢)|. In particular the basis vectors in H are mapped on
basis vectors in H*, and vice versa: |e;) <> {e;|. It turns out to be possible, and very
convenient, to arrange things so that the mapping H <> H* is anti-linear, meaning
that it is linear, except that numbers are mapped on their complex conjugates. We call
this mapping Hermitean conjugation, and denote it by a dagger, f. Thus |¢) in
eq.(2.1a) is mapped as:

[9) & [9) = (y] = Zw (ei - (2.1b)

This operation corresponds to a simultaneously transposition and complex conjugation
of a vector in a finite dimensional vector spaces.

We are now in the position to define a scalar product in H. Because of the linearity
of the spaces, it suffices to define the product for the basis vectors:

(eil - [ej) = (eilej) = dij - (2.2)

From this, we find the scalar product between to vectors [1) = >, ¥i|er) and | @) =
2 Okl er) as;
(olv) = mek = (Wle)*. (2:3)

This formula explains the names “bra” and “ket”, their scalar product is a “bracket”.
We see that this is nothing but a generalization to infinite-dimensional vectors of the
usual complex scalar product. In particular, we can define the length of a vector as:

)1 = 1wl = (lv) = Z\wkl2 (2.4)

We see that ||| )]|? > 0 unless 1, = 0 for all k, in which case |1 ) = 0, so the scalar
product is positive definite. It can furthermore be shown that ||| )]|?> < oo for all
vectors in ‘H. Since physical states are represented by rays, the length of | ) has no
physical significance. Hence we are free to normalize our states so that ||| ¢ )| = 1, and
this is often convenient.

By multiplying | ) in eq. (2.1a) with (e;|, we find, not unexpectedly, from eq. (2.3) (cf.
BJ [2.88]).
Ve = (ex]V) . (2.5)

Inserting this back in eq. (2.1a), we then have:

Z|ek (exlt) = (Zm ek|>|¢>
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Since this is true for any |1 ), it means that we must have the operator identity:

Z’ek><€k| =1, (2.6)

k

where | is the unit operator in H. This equation, called the resolution of the unit
operator, expresses the completeness of the basis.

Operators

An operator in a Hilbert space H is simply a function mapping a vector (ket) of H onto
another vector in the same space. With very few exceptions, the most important one
being the time reversal operator, we only need linear operators in Quantum Mechanics.
A linear operator, O, is one that satisfies:

O(aly)+0b[¢)) =aOl¢)+b0[¢), (2.7)

for arbitrary |¢ ) and | ¢) in H and complex numbers a, b. Since O|1)) is also a vector
in H, it can be expanded in any basis, using eq. (2.5).

Olp) =01|9) =) OlepMerl) =Y 1Ol er) . (2.8)
k k

Since any vector in ‘H can be expanded in terms of basis vectors, a linear operator is
completely specified by its actions on a complete set of these. Using egs. (2.1a) and
(2.6), the scalar product of Q| ) with an arbitrary bra (¢| can be written, using the
notational convention that O|¢) = |0y ):

(@lOY) = (8] (1] O¥) = (dle)(er|OV) =D (¢ler) (e Oer)(ex|v) = D ¢ Ot

! k.l
(2.9)
where the matrix element Oj; is defined by:

Oji = <6]’|06i> . (210)

This is evidently the generalization of the usual rule for finding the matrix elements of a
linear operator in a finite dimensional complex vector space. It follows that an operator
is completely specified by all its matrix elements in some basis.

For any linear operator O we define the adjoint, or Hermitean conjugate, O in analogy
with eq. (2.1b):

|0y)T = (0| = (O (2.11)
Then from eq. (2.3) and (2.9):

(Ov|g) = ((¥[O1) [¢) = (BlOV)* =D ¢ Ofpoi = > i (0*T), ¢
k,l k,l

Hence we can identify, just as for finite dimensional matrices:

o =T — Ojj — OF

Jio

(2.12)



so from eq. (2.9), with O — OT:

(Ov|g) =D ¢ O vk = (¥]OTg).
k,l

Interchanging O <+ O, we thus can calculate matrix elements as:
Oy; = (€i|O¢;) = (Oleilej) = (ei|O] ;) . (2.13)

Here the last equality is the definition of (e;|O|e;). We say that we have to use the
Hermitean conjugate of an operator when acting on a bra. An Hermitean operator,
satisfying O = OF, acts in the same manner on ket’s and bra’s.

We note that by a double use of the resolution of the unit, we can write any operator
in any basis as:

O=101=>) |ei)eilOlej)(esl = |ei)Oijlesl. (2.14)
,J 4,J
In particular, if O is Hermitean, and the basis {|e; )} consists of its normalized eigen-

vectors, Ole; ) = O;|e; ) so O;; = (e;|O| ej) = O;6;5, this simplifies to:

0= Z|ei>0¢(e¢\. (2.15)
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